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Abstract When encountering an issue, technical users (e.g., developers) usually file the
issue report to the issue tracking systems. But non-technical end-users are more likely to
express their opinions on social network platforms, such as Twitter. For software systems
(e.g., Firefox and Chrome) that have a high exposure to millions of non-technical end-
users, it is important to monitor and solve issues observed by a large user base. The widely
used micro-blogging site (i.e., Twitter) has millions of active users. Therefore, it can pro-
vide instant feedback on products to the developers. In this paper, we investigate whether
social networks (i.e., Twitter) can improve the bug fixing process by analyzing the short
messages posted by end-users on Twitter (i.e., tweets). We propose an approach to remove
noisy tweets, and map the remaining tweets to bug reports. We conduct an empirical study
to investigate the usefulness of Twitter in the bug fixing process. We choose two widely
adopted browsers (i.e., Firefox and Chrome) that are also large and rapidly released soft-
ware systems. We find that issue reports are not treated differently regardless whether users
tweet about the issue or not, except that Firefox developers tend to label an issue as more
severe if users tweet about it. The feedback from Firefox contributors confirms that the
tweets are not currently leveraged in the bug fixing process, due to the challenges associ-
ated to discovering bugs through Twitter. Moreover, we observe that many issues are posted
on Twitter earlier than on issue tracking systems. More specifically, at least one third of

Communicated by: David Lo

� Mariam El Mezouar
mariam@cs.queensu.ca

Feng Zhang
feng@cs.queensu.ca

Ying Zou
ying.zou@queensu.ca

1 School of Computing, Queen’s University, Kingston, ON, Canada

2 Department of Electrical and Computer Engineering, Queen’s University, Kingston, ON, Canada

http://crossmark.crossref.org/dialog/?doi=10.1007/s10664-017-9559-4&domain=pdf
mailto:mariam@cs.queensu.ca
mailto:feng@cs.queensu.ca
mailto:ying.zou@queensu.ca


Empir Software Eng

issues could have been reported to developers 8.2 days and 7.6 days earlier in Firefox and
Chrome, respectively. In conclusion, tweets are useful in providing earlier acknowledgment
of issues, which developers can potentially use to focus their efforts on the issues impacting
a large user-base.

Keywords Bug report · Social network · Twitter · Bug fixing

1 Introduction

Technical users (e.g., developers) get used to file a bug report into an issue tracking system,
when they encounter a software bug. When reporting a bug, technical users are required to
adhere to strict guidelines for bug reporting; otherwise, a bug report may be rejected. For
example, the bug reporter needs to provide a detailed description of the bug and the concrete
steps to reproduce the bug. Hence, a bug report is well structured. Structured bug reports can
help the development team to accelerate bug triaging and fixing. However, non-technical
end-users can be intimidated by the overhead of filing a well structured bug report. Some-
times, non-technical end-users just want to voice their opinions on more familiar channels
where they can draw some attention to their problems. In particular, non-technical end-users
may prefer to use social networks.

Social networks are good sources to collect timely reactions from people on hot and
ongoing events. It is very important to promptly collect the feedback from end-users, espe-
cially after a new software release. Although a new release is expected to fix bugs and add
new features, new bugs can also be introduced inadvertently. For example, a flood of com-
plaining tweets forced Apple to immediately pull the release of iOS 8.0.01 (Welch 2014).
For a software system, end-users may switch to its competitors, if the development team is
not responsive to the end-users’ feedback and the reported bugs remain unfixed for a long
period of time. To retain the loyalty of the end-users, it is of great interest to study how
social networks can be used to improve the bug fixing process.

Another value of collecting feedback from a large user base is that different users
experience very diverse real-life scenarios and have varied configurations. Therefore, the
development team can better know how their software product runs in every possible setting.
We are interested to investigate how the feedback posted by end-users on social networks,
and particularly the micro-blogging platform Twitter, could be useful to the bug discovery
and fixing process.

Twitter is the largest micro-blogging platform, where end-users post short messages (i.e.,
at most 140 characters), called tweets, to express opinions or report events. Over the last few
years, Twitter has gained a rapid popularity and adoption. As of September 2016, Twitter has
313 million monthly active users. Tweets are free text without a rigorous structure that report
instant feedback from end-users. Tweets have been studied heavily using sentiment analysis
(Kouloumpis et al. 2011; Pak and Paroubek 2010; Go et al. 2009) and opinion mining (Pak
and Paroubek 2010; Liu and Zhang 2012; O’Connor et al. 2010). These studies aim to help
product owners answer questions, such as: how do people feel about our product? or what
would people want us to add to the product?We focus on the feedback on software products
only.

Particularly, we perform an empirical study to understand the value of using tweets in
the bug fixing process. We choose to study Chrome and Firefox, the two most popular web
browsers. The two systems are rapidly released (i.e., approximately every six weeks), thus
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it is time sensitive to collect feedback promptly for these two systems so that more bugs
reported in one release could be resolved in the subsequent release.

Specifically, we investigate the following four research questions:

RQ1. How accurately can our approach map tweets and bug reports?
To the best of our knowledge, there is no well-established approach to map tweets

and bug reports. In this paper, we propose an automated approach to map tweets
and bug reports. The approach is based on Apache Lucene, a widely used engine for
general-purpose search. To evaluate the accuracy of our approach, we assess the pre-
cision of our approach when considering/not considering different pre-processing
steps. Three evaluators are asked to manually check the relevance between each bug
report and its mapped tweets. The results show that our approach achieves a preci-
sion between 76% and 84%, and outperforms the baseline approach involving no
pre-processing steps (i.e., 47% to 52%) with a large margin.

RQ2. What web browser issues receive more feedback from end-users through Twitter?
We refer to a bug report as a tweeted bug report, if at least one tweet is suc-

cessfully mapped to the bug report. Otherwise, we call it a non-tweeted bug report.
We compare the topics between the tweeted and non-tweeted bug reports. We find
that tweeted bug reports are more likely to contain issues related to performance,
security, and audio/video issues in both browsers.

RQ3. Does the development team handle a bug report differently if the problem is
mentioned on Twitter?

We compare the tweeted and non-tweeted bug reports in terms of the assigned
severity and three fine-grained intervals (i.e., delay before response, delay before
assignment, and duration of bug fixing). As shown by our experiments, end-users’
tweets do not appear to be currently leveraged in the bug fixing process for both
systems. No statistical significance is observed in both subject systems except for
one case where the tweeted bug reports of Firefox tend to have higher severity. We
further reach out to developers from both Firefox and Chrome. The Firefox contrib-
utors in charge of the social media support report that bug discovery through Twitter,
while possibly useful, could be challenging (no feedback was received from the
Chrome developers). We further collect bug-reporting tweets, and manually summa-
rize and submit the bugs reported to the issue tracking system. As a result, the bugs
reported are acknowledged by the developers as legitimate bugs; thus highlighting
the possible usefulness of the tweets.

RQ4. Can we use tweets to achieve an early discovery of bugs?
The findings in RQ3 shed some doubt on the value of using tweets in the bug

fixing process. Given the strength of tweets in providing timely feedback from a
large user base who have very diverse settings (e.g., machine type, operating system,
and machine configuration), we are interested to examine if using tweets can lead
to an early discovery of bugs. Indeed, we find that 33.4% and 33.5% of the bugs
could have been reported earlier to developers averagely by 8.2 days and 7.6 days
in Firefox and Chrome, respectively. With a well designed tool for summarizing
tweets, the development team could discover bugs earlier, and possibly focus their
efforts on the bugs that affect a large user base.

Paper Organization We present the overview of our case study design in Section 2, and
describe details in Sections 3, 4, 5, and 6. We report the results of our experiments and
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present our findings in Section 7. We discuss the threats to validity and implications in
Sections 8 and 9. The related work is described in Section 10. We conclude our work in
Section 11.

2 Overview of Our Case Study

In this section, we describe the overview of our case study design. The design of our study
is depicted in Fig. 2.

First,wedownload thebug reports fromissue tracking systems (e.g.,Bugzilla) (seeSection 4).
Then, we crawl tweets from Twitter (see Section 5). We pre-process both the bug reports
and the tweets, by cleaning and normalizing the collected data. We develop an automated
tool to collect, pre-process, and select the relevant feedback from users on Twitter.

Second, we map the bug reports and the tweets using a text-similarity off-the-shelf
search engine (see Section 6). Figure 1 shows an example of a possible mapping between
a bug report (Fig. 1a) and a tweet (Fig. 1c). Our approach is evaluated by three non-author
evaluators (i.e., RQ1).

Third, we perform an empirical study to understand if the bug reports that are success-
fully mapped to users’ tweets are different from the bug reports without associated tweets,
in terms of the bug fixing intervals, the severity/priority levels, and the types of reported
bugs. As such, we compare the bug fixing process between the tweeted and non-tweeted
bug reports in RQ2 and RQ3. We further get in touch with developers from both Firefox
and Chrome to verify the findings of our quantitative study (Fig. 2).

Finally, we investigate whether acknowledging the feedback from end-users on Twitter
could help the development team discover bugs at an earlier stage (i.e., RQ4).

Fig. 1 An example of a Firefox bug report and three tweets possibly related to the bug
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Fig. 2 Overview of the case study design

3 Subject Systems

The social networks, especially Twitter, provide timely end-users’ feedback on hot and
ongoing events. A new release of a software product may not be a trending event. There-
fore, a new release may not receive many tweets, unless the product has a large user base.
As such, we choose to study the two most widely1 used browsers (i.e., Chrome and Fire-
fox) that are released on a regular basis (i.e., approximately every six weeks). In particular,

1According to W3Schools’ browser statistics in March 2016, Chrome ranks the first with 69.9% of the
usage share of browsers, followed by Firefox that has approximately 17.8% of worldwide usage share of the
browsers. URL: http://www.w3schools.com/browsers/browsers stats.asp

http://www.w3schools.com/browsers/browsers_stats.asp
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Firefox and Chrome have adopted the rapid release cycle since June 2011 (Version 5.0) and
October 2011 (Version 15.0), respectively. The rapid release cycle allows the collection of
more frequent feedback (i.e., The developers are likely to hear from the end-users every six
weeks).

Firefox is an open source browser developed by Mozilla Foundation and opens its issue
tracking system to the public. However, Chrome is proprietary software of Google, and its
issue tracking system is unaccessible by the public. As the bug fixing process is recorded
in the issue tracking system, we turn to the issue tracking system of Chromium which is
the open-source version of Chrome. Chromium and Chrome largely share the same code
and features, except for some minor differences in features and licenses. We further observe
that Chromium has only developmental releases while all official stable releases belong
to Chrome. Therefore, issue reports of Chrome can be easily distinguished from those of
Chromium using the release version. Specifically, we select issue reports that are associated
to the stable releases of Chrome only.

In total, we study 37 consecutive versions of Firefox (from Version 5.0 to Version 41.0),
and 34 stable releases of Chrome (from Version 15.0 to Version 48.0). The dates of the
Firefox releases can be obtained from the history of Firefox2 Wikipedia page. The dates of
the Chrome releases can be found on the Google Chrome release history3 Wikipedia page.
The detailed dates are presented in Table 1.

4 Bug Reports

In this section, we first describe the background of the bug fixing process, then explain our
collection and pre-processing of the bug reports.

4.1 Bug Fixing Process

Bug reports record the entire bug fixing process. The typical life cycle of the bug fixing
process starts from the moment a bug is reported and ends when it is closed. A detailed
life cycle of Firefox bug reports is described in the work by Weiss et al. (2007). Details
of the life cycle of Chrome bug reports can be found on the Bug Life Cycle and Reporting
Guidelines web page.4 Although slightly different terminologies are used in different issue
tracking systems, the life cycle of a bug report usually goes through the phases shown in
Fig. 3. Details of each state are described as follows:

1) NEW: A bug report status is initially set to NEW when it is first created. For each new
bug report, the development team initiates bug triaging to find the most appropriate
developer to work on the bug. Bug triaging may require several iterations until the most
appropriate developer is identified.

2) ASSIGNED: After triaging, a developer is assigned to work on resolving the bug. The
status is changed to ASSIGNED. Developers start to inspect and fix the bug.

3) RESOLVED: Once the bug is fixed, the status is set to RESOLVED. Usually, developers
will submit a patch and related test cases. At this stage, the testing phase starts.

2https://en.wikipedia.org/wiki/History of Firefox
3https://en.wikipedia.org/wiki/Google Chrome release history
4https://www.chromium.org/for-testers/bug-reporting-guidelines

https://en.wikipedia.org/wiki/History_of_Firefox
https://en.wikipedia.org/wiki/Google_Chrome_release_history
https://www.chromium.org/for-testers/bug-reporting-guidelines
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Table 1 Descriptive statistics of the studied releases of Firefox and Chrome

Firefox Chrome

Version Date # Bugs # Tweets Version Date # Bugs # Tweets

5.0 2011-06-21 389 2890 15.0 2011-10-25 86 629

6.0 2011-08-16 345 1744 16.0 2011-12-13 205 623

7.0 2011-09-27 73 2126 17.0 2012-02-08 200 590

8.0 2011-11-08 282 1531 18.0 2012-03-28 197 556

9.0 2011-12-20 265 1364 19.0 2012-05-15 78 527

10.0 2012-01-31 353 817 20.0 2012-06-26 72 780

11.0 2012-03-13 236 956 21.0 2012-07-31 71 878

12.0 2012-04-24 284 953 22.0 2012-09-25 58 759

13.0 2012-06-05 199 788 23.0 2012-11-06 92 902

14.0 2012-06-26 243 3205 24.0 2013-01-10 69 658

15.0 2012-08-28 233 1483 25.0 2013-02-21 169 815

16.0 2012-10-09 238 1263 26.0 2013-03-26 914 1020

17.0 2012-11-20 262 1842 27.0 2013-05-21 703 925

18.0 2013-01-08 240 1049 28.0 2013-06-17 746 798

19.0 2013-02-19 350 1123 29.0 2013-08-20 711 1174

20.0 2013-04-02 329 2406 30.0 2013-09-18 640 1201

21.0 2013-05-14 217 1567 31.0 2013-11-12 830 1310

22.0 2013-06-25 245 1835 32.0 2014-01-14 564 1231

23.0 2013-08-06 287 2362 33.0 2014-02-18 834 1195

24.0 2013-09-17 198 1725 34.0 2014-04-02 679 1154

25.0 2013-10-29 219 1549 35.0 2014-05-20 807 1336

26.0 2013-12-10 278 1381 36.0 2014-07-15 579 910

27.0 2014-02-04 230 1706 37.0 2014-08-26 687 1354

28.0 2014-03-18 226 1929 38.0 2014-10-07 617 958

29.0 2014-04-29 402 3102 39.0 2014-11-12 763 1530

30.0 2014-06-10 284 1100 40.0 2015-01-20 579 1073

31.0 2014-07-22 209 1122 41.0 2015-03-03 656 1055

32.0 2014-09-02 236 958 42.0 2015-04-14 452 1103

33.0 2014-10-14 325 3423 43.0 2015-05-19 708 1538

34.0 2014-12-01 248 1705 44.0 2015-07-21 477 1037

35.0 2015-01-13 329 1878 45.0 2015-09-01 436 1188

36.0 2015-02-24 303 1830 46.0 2015-10-13 422 1078

37.0 2015-03-31 381 1628 47.0 2015-12-01 310 1250

38.0 2015-05-12 369 2144 48.0 2016-01-20 272 891

39.0 2015-07-02 231 1649

40.0 2015-08-11 378 1294

41.0 2015-09-22 249 858

4) VERIFIED: If the submitted bug fix passes testing, the tester marks the bug report as
VERIFIED. The bug fix is ready for release.

5) CLOSED: The bug is marked as CLOSED, which indicates the end of the fixing process.
However, a bug report can be reopened if the corresponding fix is unsatisfactory. In this
case, the status is set to REOPEN and bug triaging is initiated again.
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Fig. 3 Life cycle of a bug report

In order to assess the impact that tweets may have on the bug fixing process, we compute
fine-grained intervals during the entire bug fixing process. Similar to the work by Zhang
et al. (2012), we identify and compute four fine-grained intervals: delay before reported
(DBReported), delay before response (DBR), delay before assignment (DBA), and duration
of bug fixing (DBF ). To compute these intervals, we mine timestamps of all changes made
on the status of every bug report. Specifically, we compute each interval in the following
way (also shown in Fig. 4).

1) Delay Before Reported (DBReported) measures how long it takes the development team
to acknowledge a bug after a new release. It is computed as the interval between the
date of a version release (i.e., Trelease) and the date at which a bug report is filed (i.e.,
Treported). The creation date is recorded in the bug report. However, it is not clear when
the bug was introduced. Considering that both Firefox and Chrome are set to auto-
update by default on end-users’ machines, we assume each reported bug was introduced
by the most recent release, or is a dormant bug revealed by the most recent release.
In both cases, the bug is only a nuisance to the users after it is triggered by the most
recent release. As aforementioned, we extract the date of the most recent release from
release history of these two browsers. Then, we compute the interval DBReported using
the following equation:

DBReported = Treported − Trelease (1)

2) Delay Before Response (DBR) reflects the delay of the development team on taking
initial actions after a bug is reported. It is calculated as the interval between the filing
of a report (i.e., Treported) and its first response from the development team. The first
response can be captured by several types of initial actions taken by the development
team, which are the addition of a developer to the Carbon Copy (i.e., CC) list of the
bug (i.e., the list of developers who receive emails about any updates to the bug report),
the change in the status of the bug, or the posting of the first comment. We mine the
timestamp of these actions and choose the timestamp of the earliest action as the time

Fig. 4 Intervals of the bug fixing process
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of the first response (i.e., Tresponded). Then, we calculate the interval DBR using the
following equation:

DBR = Tresponded − Treported (2)

3 Delay Before Assignment (DBA) captures the time spent in triaging during the bug
fixing process. It is computed as the interval between the first response to a bug and its
assignment to a developer. As bug triaging may require several iterations, we choose
the most recent assignment as the final assignment. We mine the timestamp of the most
recent assignment as Tassigned. Then, we compute the interval DBA using the following
equation:

DBA = Tassigned − Treported (3)

4) Duration of Bug Fixing (DBF ) describes the duration spent on inspecting the bug
and performing the corresponding code changes by the assigned developer. It is calcu-
lated as the interval between the assignment of the bug and the resolution of the bug
(Tresolved) when the status of the bug is changed to RESOLVED. DBF does not capture
multiple resolve actions, but reflects the duration of the successful and final resolution.
We calculate the interval DBF using the following equation:

DBF = Tresolved − Tassigned (4)

4.2 Bug Reports Collection

Bug reports are stored in issue tracking systems. Firefox uses Bugzilla5 as its issue tracking
system. From Firefox Bugzilla, we crawl 14,489 fixed bug reports associated to the releases
under study. The median number of bug reports for a single release is 262 (see Table 1).
Chrome uses the Chromium tracker6 as its issue tracking system. Although the Chromium
tracker contains bug reports for both Chrome and Chromium, they can be distinguished
from each other using the ReleaseBlock field. The ReleaseBlock field can be either stable
or developmental. As aforementioned, bug reports for stable releases belong to Chrome.
Therefore, we download all bug reports with the ReleaseBlock field set to stable. In total,
we crawl 15,771 fixed bug reports associated with the stable Chrome releases under study.
The median number of Chrome bug reports for a single release is 477 (see Table 1).

Bug reports from both Bugzilla and Chromium tracker share a similar structure with
a different flavor. For instance, both issue tracking systems record the description of the
problem and the severity or priority of the problem. A full list of historical activities for each
bug report is recorded separately from its main page in Bugzilla. In the Chromium tracker,
a new comment is posted on the main page of the bug report when the status is updated. We
extract both descriptive information and the history information from all the bug reports for
the two subject systems.

4.3 Bug Reports Pre-Processing

A manual investigation of the bug reports reveals that some bug reports contain logs that
are automatically generated for debugging purposes (i.e., automatically generated logs). For
example, as shown in Fig. 5, the text in the automatically generated logs contains mainly
timestamps and other technical details describing system events. Considering the limitation

5https://www.bugzilla.org/
6https://bugs.chromium.org/p/chromium/issues/list

https://www.bugzilla.org/
https://bugs.chromium.org/p/chromium/issues/list
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Fig. 5 Example of automatically generated logs in the description of a bug report

on the number of characters in a tweet, we assume that it is unlikely the end-users would
copy and paste the automatically generated logs to Twitter. Therefore, we exclude the lines
identified as automatically generated logs from the bug report description prior to mapping
the bug reports to the tweets. Bacchelli et al. (2012) propose a sophisticated approach to
classify the content of mailing lists at the line level into text, junk, code, patch, and stack
trace. For our work, we opt for a simpler approach tailored to the bug reports, where we
classify the lines into 2 classes: text and automatically generated logs.

To identify the lines containing automatically generated logs, we parse the bug reports
line by line. We observe that multiple instances of automatically generated logs start with
a timestamp of the form hh:mm:ss. We use the following regular expression to flag
such lines: ˆ\d{2}[:]+\d{2}[:]+\d{2}[ \t]. In other instances, we identify the
automatically generated logs by looking for lines starting with a list of words such as
stack trace, slave, test-pass, or test-unexpected-fail. We use the fol-
lowing regular expression to identify such patterns (ˆstack\strace)|((ˆslave))
|((ˆtest-pass))|((ˆtest-unexpected-fail)).

Normalization is a process that converts a list of words into a more uniform sequence.
The purpose of normalization is to prepare the text for further processing. We perform the
normalization process using the following three steps: 1) removing the non-English words
using the Moby words list7 (the largest list of English words in the world); 2) removing the
English stop words8 (e.g., about, such, or too); and 3) reducing all words to their roots, i.e.,
stemming using the Porter stemmer (Porter 1980). We perform the normalization on all bug
reports.

5 Tweets

Twitter9 is the largest micro-blogging service for social networking. End-users can freely
post messages (i.e., tweets), with a 140-character limitation for each message.

7http://icon.shef.ac.uk/Moby/mwords.html
8https://github.com/mariamelm2/TwitterPaperRep/blob/master/Data/stop words.txt
9https://twitter.com/

http://icon.shef.ac.uk/Moby/mwords.html
https://github.com/mariamelm2/TwitterPaperRep/blob/master/Data/stop_words.txt
https://twitter.com/
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Fig. 6 Example of a tweet addressed to Firefox using the "@" symbol

We assume that the tweets posted around the time when a new version is released are
mostly about the new release. This is because both Firefox and Chrome are set to auto-
update by default on end-users’ machines. As such, most end-users are very likely to run
the new version of each browser soon after the release.

5.1 Tweets crawling

It has been reported that the velocity of tweet posting is around 6,000 tweets per second.10

Prior to using tweets in the bug fixing process, the first challenge is to identify the subset of
relevant tweets from a flood of tweets from Twitter.

1) Reduce the Search Space Millions of tweets are posted on Twitter everyday. We aim
to only retrieve the tweets posted by end-users to report bugs encountered in the subject
systems. Therefore, we consider two features of Twitter to reduce the search space of tweets
related to Chrome and Firefox. One feature of Twitter is the hashtag (i.e., "#"), which is a
type of label or metadata tag that is used to group and for end-users to find messages related
to a specific topic or theme. End-users can create and use hashtags by placing the hash
character "#" in the text of the tweet. Another feature of Twitter is the usage of the "@"
symbol. A tweet can be addressed to a specific end-user using the "@" symbol followed
by the username of the target end-user (e.g., @firefox). Figure 6 shows an example of a
tweet addressed to Firefox using both the "@" symbol and the hashtag "#".

Both Firefox and Chrome maintain their official Twitter accounts. The Firefox official
account has 2.86 million followers and over 27,000 tweets, as of March 2016. The Firefox
account is used to communicate with the Firefox end-users and announce updates about the
browser. The Chrome official account has 5.9 million followers and over 1,000 tweets. The
Chrome account is mostly used for the promotion of the new features of the browser.

In this study, we identify the tweets addressed to each official account using the "@"
symbol. We do not use the hashtag ("#") to identify tweets about Firefox or Chrome.
Although tweets containing the hashtags "#Chrome" or "#Firefox" might relate to
issues about Chrome and Firefox, using these hashtags result in a large amount of false
positives. The two first authors manually investigate a statistically significant sample of
tweets (361 tweets) containing the hashtags "#Chrome" or "#Firefox", to have an
estimation of the number of false positives. We find that 60.8% of the tweets are false pos-
itives. For example, a false positive is the following: “Resolved the DCC bug for #Firefox.
Still working on #Chrome. Common code, different behavior. #Javascript”. Another exam-
ple is as follows: “Google reports a “high severity” bug in IE/Edge, no patch available

10http://www.internetlivestats.com/twitter-statistics

http://www.internetlivestats.com/twitter-statistics
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Fig. 7 Example of a conversation on Twitter between an end-user and the Firefox official account
(Usernames are blurred to preserve privacy)

#chrome #firefox #opera”. Within the remaining 39.2% of the tweets that are true positives,
less than 10% are bug-reporting tweets. It is hard to automatically identify whether the problem
included in the tweet is about one browser or the other just by parsing the words in the tweet.
Therefore, it is challenging to automatically distinguish false positives from true positives.
In this paper, we want to focus on studying the possible use of the end-users’ feedback
(i.e., the tweets) on the bug fixing process. Therefore, we map tweets to the bug reports.
To improve the accuracy of the mapping, we leave the overhead of filtering tweets with
the hashtags "#Chrome" or "#Firefox" to a future study. On the other hand, the "@"
symbol ensures that a tweet is directly addressed to the official account of a specific browser.

2) Perform the Search Twitter provides a search API that allows queries against the
indices of recent or popular tweets, such as the "until" operator that is used to retrieve
tweets posted before a given date. An example of a query used to retrieve the tweets associ-
ated with Firefox Version 40 is “lang:en to:@firefox since:dstart until:dend”, where dstart is
the release date of Version 40, and dend is the day right before the next release.

Figure 7 depicts an example of a Twitter conversation. The main tweet, shown in a bigger
font, has 5 replies and is the first tweet in the conversation. For each tweet, we further
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Fig. 8 Tweet processing steps

retrieve the conversation in which the tweet appears. A tweet can be either an original tweet
or a reply to another tweet. For each tweet, we extract the ancestors and the replies, if any.

We categorize the tweets by releases, based on the dates they were posted. The crawled
tweets span over four years. The number of tweets posted after each release of Firefox and
Chrome are presented in Table 1.

5.2 Tweets Pre-Processing

The tweets are subjects to the use of abbreviations and to the occurrence of misspellings. It
is common that many words are misspelled or abbreviated. To address this issue, we first
handle the anomalies (i.e., abbreviations and misspellings). Moreover, the tweets retrieved
are not all relevant to bugs, as some of them merely express opinions or ask general ques-
tions. An example of an irrelevant tweet is: ”@firefox can’t believe that the worlds best
browser is almost 10!”. Therefore, we further filter irrelevant tweets.

The two steps are depicted in Fig. 8, as well as the normalization steps of the words in
the tweets. We provide the details of each step in the subsequent paragraphs.

1) Correct Anomalies Anomalies are the misspellings, abbreviations and non-standard
orthography that exist in the tweets. To correct the anomalies, we collect a list of common
abbreviations used by users on Twitter and replace them with the actual correct words.
The list of abbreviations is gathered from various online sources.11,12,13,14,15 Examples
of common non-standard orthography in Twitter are shown in Table 2. Furthermore, we
examine a statistically representative sample of tweets to identify some of the most common
misspellings in the tweets and correct them before further processing. The sample has 361
tweets that are randomly selected from the entire population, using a 95% confidence level
with a 5% interval.16 Few examples of the most common Twitter misspellings are shown in
Table 3.

2) Filter out Irrelevant Tweets The existence of bug-related terms, such as “lag” or
“crash”, in a tweet possibly indicates that the tweet reports a bug. We build a customized
dictionary of bug-related terms by manually reviewing the aforementioned statistically rep-
resentative sample of tweets. Examples of bug-related terms that we obtain are issue, bug,
problem, fail, freeze, and glitch. A similar approach is adopted by Villarroel et al. (2016)
to define a dictionary of bug-related terms, when they identify user reviews of mobile apps
that report bugs.

11http://www.socialmediatoday.com/content/top-twitter-abbreviations-you-need-know
12http://www.webopedia.com/quick ref/Twitter Dictionary Guide.asp
13http://www.noslang.com/twitterslang.php,searchcrm.techtarget.com/definition/
Twitter-chat-and-text-messaging-abbreviations
14http://marketing.wtwhmedia.com/30-must-know-twitter-abbreviations-and-acronyms/
15https://digiphile.wordpress.com/2009/06/11/top-50-twitter-acronyms-abbreviations-and-initialisms/
16www.surveysystem.com/sscalc.htm

http://www.socialmediatoday.com/content/top-twitter-abbreviations-you-need-know
http://www.webopedia.com/quick_ref/Twitter_Dictionary_Guide.asp
http://www.noslang.com/twitterslang.php,searchcrm.techtarget.com/definition/Twitter-chat-and-text-messaging-abbreviations
http://www.noslang.com/twitterslang.php,searchcrm.techtarget.com/definition/Twitter-chat-and-text-messaging-abbreviations
http://marketing.wtwhmedia.com/30-must-know-twitter-abbreviations-and-acronyms/
https://digiphile.wordpress.com/2009/06/11/top-50-twitter-acronyms-abbreviations-and-initialisms/
www.surveysystem.com/sscalc.htm
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Table 2 Examples of common
twitter abbreviations or acronyms Twitter abbreviations and accronyms Meaning

ICYMI In case you missed it

MTF More to follow

Twaffic Twitter traffic

TY Thank you

TT Trending topic

RTQ Read the question

...

Nevertheless, tweets containing negated bug-related terms (e.g., “no lag” or “does not
crash”), such as the one shown in Fig. 9, can be misleading when identifying the bug-
reporting tweets. Villarroel et al. (2016) address a similar challenge in user reviews by
identifying the negated terms using the Stanford parser (Socher et al. 2013) and discarding
them. We adopt the same approach and remove the bug-related terms that are negated. The
tweet shown in Fig. 9 thus becomes “@firefox 3.6.1 , Its Super fast, And I liked The Mac os
x Skin.”. Therefore, it is discarded from the set of relevant tweets.

To detect the instances of negated bug-related terms, we use Part-Of-Speech tagging
from the Stanford parser (Socher et al. 2013). We use one of the available interfaces of the
Stanford parser API.17 For instance, the sentence “the browser is not laggy” is processed
into the following parse tree. The meanings of the parser tags (e.g., NP = Noun Phrase) can
be found in Bies et al. (1995).

(ROOT
(S

(NP (DT the) (NN browser))
(VP (VBZ is) (RB not)

(ADJP (JJ laggy))
)

)
)

The parser also returns a list of dependencies (i.e., grammatical relationships among
words) as follows. The meanings of the possible dependencies (e.g., neg = negation modi-
fier) are available in the Stanford parser user manual.18 The number following each word
in the list of dependencies (e.g., laggy-5) refers to the sequence of the word in the phrase.

root ( ROOT-0 , laggy-5 )
det ( browser-2 , The-1 )
nsubj ( laggy-5 , browser-2 )
cop ( laggy-5 , is-3 )
neg ( laggy-5 , not-4 )

We then use the “neg” label (i.e., the last item in the list of dependencies above) to
identify the negated bug-related term “laggy”.

17http://projects.csail.mit.edu/spatial/Stanford Parser
18https://nlp.stanford.edu/software/dependencies manual.pdf

http://projects.csail.mit.edu/spatial/Stanford_Parser
https://nlp.stanford.edu/software/dependencies_manual.pdf
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Table 3 Examples of common
twitter misspellings Twitter common misspellings Correct spellings

dont do not

da the

B be

youre you are

its it is

cant cannot

...

Finally, we obtain 6,044 tweets that are identified as reporting Firefox bugs (out of
54,293 tweets that are originally retrieved) and 6,158 bug-reporting tweets for Chrome (out
of 38,349 tweets that are originally retrieved).

3) Normalize Tweets Similar to bug reports, we normalize the text of the tweets. In par-
ticular, we remove punctuation (e.g., {, . !}) and special symbols (e.g., {& # $}) from
the collection of tweets. Then we remove the non-English words using the Moby words list
to retain only the words that are correctly spelled and we exclude all stop words. Finally,
we stem the words using the Porter stemmer.

5.3 Tweets-Related Metrics

A bug-reporting tweet that receives higher attention from other users might indicate how
critical and popular the problem is among the users. A tweet receives higher attention if it
has been liked and shared by many other users. We propose to use the following five metrics
to assess the popularity of tweets:

1) # Favorites measures the agreement and interest of other users in the content of a tweet.
It is defined as the number of times that a tweet is marked as a favorite (i.e., liked by a
user);

2) # Retweets is a means to measure how much the information in the tweet has been
diffused among Twitter users. It is defined as the number of times that a tweet has been
retweeted (i.e., re-posted by other users for their followers to see);

3)Has replies? is a means to assess the relevance of a tweet through the acknowledgment
by the software provider. It is defined as whether the tweet has received a reply from
the official Twitter account of the browser. Such replies are usually used to answer a
question or acknowledge a problem faced by a user (An example is shown in Fig. 10);

Fig. 9 Example of a tweet containing a negated bug-related term
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Fig. 10 Example of a tweet that received a reply from the official Firefox account (Usernames are blurred
to preserve privacy)

4) Duration reflects the relevance of the tweet over time among the Twitter users. It is
computed as the total duration of the conversation that a tweet is part of (i.e., the list of
replies to the tweet). An example of a Twitter conversation is shown in Fig. 7;

5) Interaction interval measures the engagement of Twitter users with the tweet, through
the velocity of their interactions. It is defined by computing how fast users interact with
each others in a conversation. It is possible to have sub-threads within a Twitter conver-
sation. We do not solve the non-trivial threading problem in this case (i.e., identifying
the sub-threads within a Twitter conversation). The interaction interval is measured by
a) identifying all the tweets that are marked as a reply to the initial tweet X; b) comput-
ing the time difference between each two consecutive tweets in the conversation; and
c) reporting the average of the time differences.

6 Mapping Tweets to Bug Reports

To understand whether the users’ feedback from tweets is currently leveraged in the bug
fixing process, we need to establish the links between bug-reporting tweets and bug reports.
With the mapping between tweets and bug reports, we can distinguish the bug reports whose
issues are reported by Twitter users from the bug reports that are not mentioned on Twitter.
Then, we compare the bug fixing process of the two groups of bug reports, in order to
understand if the tweets are used in the bug fixing process in the current practice.

When mapping bug reports and tweets, we aim to find pairs of bug reports and tweets
that describe a similar problem. Therefore, we compute the text similarity between bug
reports and tweets for the mapping. However, a tweet may contain uninformative words
that are irrelevant to the described problem. For example, in the following tweet “Do you
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know if anyone else is having issues w/ Firefox 16 on Lion with copy and paste short-
cuts? Paste works, but copy doesn’t.”, we consider words like “Do you know if anyone
else is” as uninformative. The uninformative words can inflate the similarity score. There-
fore, it is important to extract key words that can capture the main point of a given tweet.
Then, we use the extracted keywords to represent the corresponding tweet, and take the
extracted keywords as a query to search against all bug reports using an off-the-shelf search
engine.

In the following subsections, we provide more details about our approach for mapping
tweets to bug reports.

6.1 Tweet Keywords Extraction

In this study, we extract the n-grams of each tweet as keywords to describe its main
point. Unlike bag of words, n-grams are sequences of n relevant words that do not appear
consecutively by accident (e.g., neural network or call cell phone).

First, we remove the stop words from the tweets since the stop words do not contribute to
describe the main topic of a tweet. Then, we extract the full list of n-grams from the entire
collection of bug-reporting tweets using the Natural Language Toolkit19 (NLTK) (Bird
2006). NLTK is a suite of program modules written in Python to support research in natural
language processing and computational linguistics. We choose NLTK because it is a well
established NLP tool that has been used in numerous prior research studies (MacMahon
et al. 2006; Piwowar 2011; Hill et al. 2016; Yao and Van Durme 2014).

After the full list of n-grams is extracted from the entire collection of bug-reporting
tweets, we identify the n-gram(s) that appear in each tweet as its keywords. A given n-gram
could appear in one or more tweet. For example, the tweet “@firefox After some testing,
it seems that firebug is the cause, since it is causing javascript to hang frequently” has
two matched bi-grams: “firebug cause’” and “javascript hang”. Therefore, we use the two
bi-grams as keywords to represent this tweet.

The extraction of n-grams has one parameter n, which is the number of words in a
sequence. It can be any positive integer that is greater than one. However, increasing n

decreases the number of extracted n-grams, which leads to a lower chance of successfully
matching tweets to n-grams. Tweets that do not contain n-grams can not be mapped to bug
reports. To choose an appropriate n for this particular task, we compute the percentage of
tweets that can be assigned n-grams with varying values of n. With n = 2 (a.k.a. bi-grams),
we can assign n-grams to approximately 87% of the 6,044 subject tweets related to Firefox,
and 90.3% of the 6,158 subject tweets related to Chrome. When setting n = 3 and n = 4,
the percentages of tweets that can be assigned n-grams are respectively 78% and 65% of
the 6,044 subject tweets related to Firefox. The percentage of tweets that can be assigned
n-grams drops as we increase n. Besides, we observe that the words that are captured by the
n-grams of sizes 3 and 4 are always already captured by the n-grams of size 2. For example,
from the tweet: “@firefox Version 37.0.2, no updates available. The problem sites give me:
Secure Connection Failed. Same issue on clean install as well”, we obtain the following
bi-grams: “clean install, connect fail, connect secur, fail issu, problem site, problem updat,
updat version”, the following tri-gram: “connect fail secur”, and no four-gram. Therefore,
we choose n = 2 (i.e., bi-grams extraction) in our study.

19http://www.nltk.org/

http://www.nltk.org/
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6.2 Tweet Keywords Querying

To identify the bug reports that are related to a given tweet, we use the extracted keywords
(i.e., bi-grams) as a query to search against all bug reports. We choose Lucene as our search
engine, since it has been used in a prior study on bug reports (Weiss et al. 2007), and has
proved to work well in high profile platforms, such as Twitter, LinkedIn, and Jira (Picorini
2015). Lucene20 is a free and open source library for information retrieval.

For each release of each subject system, we build a Lucene database using all the bug
reports belonging to the same release. Then, for each tweet, we use the extracted keywords
(i.e., bi-grams) as a query in Lucene and retrieve a list of bug reports. Tweets are also
assigned to specific releases based on the dates they were posted. Only tweets and bug
reports belonging to the same release can be mapped. The retrieved bug reports are ordered
by the score of similarity to the query.

The Lucene similarity score is implemented as a variant of TF-IDF. In a nutshell, the
similarity score varies with the number of times the query terms (i.e., bi-grams of a tweet)
occur in a document (i.e., a bug report), and inversely with the number of times the query
terms occur in all documents (i.e., corpus of bug reports). Other factors are also factored
in the Lucene similarity score, such as coord(query, document) (i.e., how many of the
query terms are found in the document), and lengthNorm(t, d) (i.e., a measure of the
importance of a term according to the total number of terms in the field). More details on
the components of the Lucene similarity score can be found on the similarity Java class
webpage.21 At present, there is no absolute calibration for the highest score returned. It
is difficult to determine from the similarity scores the level of relevance between a query
and the matched document (Rowe 2013). Therefore, we can not set a unique threshold to
determine if a query matches a document. Alternatively, we choose top-K retrieved bug
reports for each query as its matched bug reports. The smaller K is, the more strict the
mapping is. We perform a sensitivity analysis by varying K ∈ {5, 10, 15}. We decide not
to go beyond 15, since most users of search engines can retrieve a relevant result within the
first 15 results returned by a search engine (Schwartz 2014). Otherwise, users would have
changed their query. For instance, an average of 71.3% of searches on Google resulted in a
click in the 10 first results. In particular, the first 5 results account for 67.6% of all the clicks
(Schwartz 2014).

7 Results

In this section, we present the results of our study with respect to four research questions.

RQ1. How Accurately can our Approach Map Tweets and Bug Reports?

Motivation Analyzing tweets has the potential to benefit the bug fixing process. For
instance, it is likely to improve end-users’ satisfaction if the development team fixes the
bugs that are tweeted by many end-users as soon as possible. Mining problems reported in
tweets can also help the development team catch missed bugs. However, the potential bene-
fits of analyzing tweets rely on establishing accurate links between tweets and bug reports.

20http://lucene.apache.org/core/5 3 1/
21https://lucene.apache.org/core/5 3 1/core/org/apache/lucene/search/similarities/TFIDFSimilarity.html

http://lucene.apache.org/core/5_3_1/
https://lucene.apache.org/core/5_3_1/core/org/apache/lucene/search/similarities/TFIDFSimilarity.html


Empir Software Eng

In this question, we aim to evaluate the accuracy of our approach for mapping tweets and
bug reports. Our evaluation provides a basis for further approaches on mapping tweets and
bug reports.

Approach To evaluate the accuracy of our approach, we perform a manual analysis in two
steps:

1. We assess the mapping precision resulting from the different Lucene configurations
(number of results K ∈ {5, 10, 15}). We accordingly select the appropriate number of
results K to be used in the remainder of the study, to maximize precision.

2. We evaluate the different preprocessing steps listed in Section 4.3 for bug reports and in
Section 5.2 for tweets. We assess the precision gain resulting from each preprocessing
step, following a similar approach as Villarroel et al. (2016).

To conduct the manual analysis, we collect a sample of mapped bug reports and asso-
ciated tweets. We randomly select a sample of 361 bug reports from each subject system.
The sampled bug reports can statistically represent the population with a 95% ± 5% confi-
dence.22 For each selected bug report, we identify all the tweets for which the bug report is
returned as a match by Lucene.

We ask three non-author evaluators to assess the mappings of the sampled bug reports
resulting from our final approach and the multiple baselines (i.e., considering/not con-
sidering the different preprocessing steps). The three evaluators are all graduate students
majoring in computer science. For each selected bug report, the evaluators are presented
with the possibly matching tweets. The evaluators are asked to mark the tweets they believe
are a possible match to the bug report. All evaluators work independently, and they are not
told whether a baseline approach or our approach is being evaluated. To assess the agree-
ment among evaluators, we use Fleiss’ kappa (Fleiss 1971). Fleiss’ kappa is a statistic to
measure agreement among two or more evaluators for categorical items (i.e., whether or
not a pair of <bug report, tweet> is mapped correctly). Larger Fleiss’ kappa means more
agreement among evaluators, with a maximum value of 1 indicating complete agreement.

We compute the precision to measure the accuracy of the mapping between tweets and
bug reports. Specifically, precision is calculated as the proportion of correctly mapped
tweets relative to the total number of mapped tweets for each bug report. Higher precision
values indicate better performance of the mapping. Given that we have a large amount of
bug reports and tweets (e.g., Firefox has 14,489 bug reports and 6,044 tweets), an exhaus-
tive manual evaluation is required to identify all the pairs <bug report, tweet> that should
be mapped and to compute the recall. Moreover, it is a very common practice to use preci-
sion to evaluate information retrieval tasks (Buckley and Voorhees 2000). Therefore, we do
not use recall but only precision for the evaluation.

Findings Setting the parameter K to 5 in Lucene returns the most acceptable pre-
cision values. As described in Section 6.2, our approach has a parameter K that controls
the number of retrieved bug reports for each query. The sensitivity analysis using K ∈
{5, 10, 15} demonstrates that at least 47.8% of bug reports can be mapped to tweets. Specifi-
cally, when the number of retrieved bug reports is set to 5 (i.e.,K = 5), tweets can be mapped
to 47.8% and 50.8% of bug reports in Firefox and Chrome, respectively. When increasing K

22www.surveysystem.com/sscalc.htm

www.surveysystem.com/sscalc.htm
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Table 4 Coverage of bug reports that are mapped to tweets with varying configuration (i.e., K ∈ {5, 10, 15})
of our mapping approach

Browser Firefox Chrome

Configuration of K (# of retrieved bug reports) 5 10 15 5 10 15

Coverage (% of mapped bug reports) 47.8% 65.2% 73.5% 50.8% 69.7% 79.8%

to 10, tweets are mapped to more bug reports (i.e., 65.2% in Firefox and 69.7% in Chrome).
Increasing K can always result in more bug reports that are mapped to tweets with lower
text similarity scores. Detailed coverage of bug reports is reported in Table 4.

The purpose of this analysis is to select a search strategy that achieves an acceptable pre-
cision/recall trade-off. Increasing K can always result in more bug reports that are mapped
to tweets with lower text similarity scores (i.e., higher recall and lower precision). How-
ever, the focus of this work is to study the differences between the bug reports associated
to tweets and the bugs reports with no associated tweets. As such, it is more critical in this
case to obtain the true links, rather than the totality of the links. The precision of the map-
ping drops for K values larger than 5, as expected. The average drop in precision shown in
Table 5 (i.e., -14% for K = 10 and -20% for K = 15) is significant and might constitute a
threat to the validity of the mapping. Therefore, we use the K = 5 Lucene configuration in
the remainder of the study.

Identifying the bug-reporting tweets and extracting n-grams from tweets result in
the highest precision gain of the mapping approach. We can observe the impact of each
preprocessing step conducted prior to the Lucene mapping in Table 6 when: (i) removing
noise from the bug reports (+3% precision gain); (ii) correcting anomalies in tweets (+4%
precision gain); (iii) identifying the bug-reporting tweets (+11% precision gain); (iv) nor-
malizing the bug reports and tweets (+3% precision gain); and (v) extracting n-grams from
tweets (+9% precision gain). Our approach achieves a precision ranging from 76% to 84%,
while the baseline approach involving no preprocessing step yields a precision from 47%
to 52%. We compute the Fleiss’ kappa among the three evaluators. The value of the Fleiss’
kappa is 0.72, indicating a substantial agreement, according to Landis and Koch (1977). A
paired Mann-Whitney U test is used to test the following alternative hypothesis:

H 1
a : The precision of the final mapping approach is higher than the precision of the

baseline approach.
The Mann-Whitney U test reveals a significant improvement (i.e., p-value is always less

than 2.2e-16) in terms of precision between the baseline approach with no text processing
and the final mapping approach. Better precision is achieved, thanks to the n-gram analysis
and the identification of the bug-reporting tweets. Indeed, not all the tweets describe a bug,
and usually only some words in a tweet are relevant to describing a bug.

Table 5 Average precision of the
mapping approach based on three
different Lucene configurations
(K ∈ {5, 10, 15}) and based on
the results from three evaluators

K = 5 K = 10 K = 15

Evaluator 1 76% 61% 58%

Evaluator 2 84% 71% 63%

Evaluator 3 78% 63% 59%

Average 79% 65% 59%
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Table 6 Average precision of the mapping approach tweets resulting from multiple baselines

No text pre-
processing

Remove
noise from
BRs

Correct
anomalies
in tweets

Identify bug-
reporting
tweets

Normalize
BRs & tweets

Extract
n-grams

Evaluator 1 47% 50% 56% 64% 68% 76%

Evaluator 2 52% 54% 58% 71% 75% 84%

Evaluator 3 48% 52% 54% 66% 67% 78%

Average 49% 52% (+3%) 56% (+4%) 67% (+11%) 70% (+3%) 79% (+9%)

Even though the overall precision returned by the mapping approach is acceptable, it still
results in some false positives. For the purpose of highlighting some remaining challenges in
mapping tweets and bug reports, we include here some examples of false mappings between
tweets and bug reports. The tweet “@Firefox is having some problems playing YouTube
videos... Script error upon opening video pages as well.” is matched to a bug report with
the following title: “YouTube Audio and Video downloader causing tab crash when loading
Youtube homepage in E10S mode”. Even though the issue in both the tweet and the bug
report is related to YouTube, the specificities of the issue are not the same. We find several
similar instances in the set of mapped tweets and bug reports. The bug reports are longer
in length and contain more details. Therefore, even if the terms in a tweet match parts of
the bug report, there might be additional details in the bug report that describe details not
included in the tweet, or not matching the content of the tweet at all. Additionally, we
observe that the bug reports that contain more technical content (e.g., references to code
elements) are generally mismatched to the tweets. An example of a bug report that falls
under this category is titled: “Download indicator toolbar button depends on an odd XBL
quirk”. The description of similar bug reports mostly contains references to code elements
and objects, and does not follow the traditional structure (i.e., reproducible steps, expected
results, and actual results). Therefore, similar instances result in false mappings using our
approach. Lastly, we observe that the filtering of the bug-reporting tweets has limitations
and results in some tweets to be wrongly selected as relevant. For instance, the following
tweet “@firefox you claim bug 987323 is fixed on versions 33 and up, but I am having that
issue on version 33.1.1. What is going on?” does contain the bug terminology. However, it
does not describe what the bug is about, and therefore results in false mappings to the bug
reports.

RQ2. What Web Browser Issues Receive more Feedback from End-Users Through
Twitter?

Motivation End-users and the development team may view a software product from dif-
ferent perspectives. End-users may be particularly interested in some issues based on their
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perception of the products, while the development team may focus on some other issues
based on the results of the test plans. The mismatch of the focus might affect the satisfac-
tion of end-users. Therefore, it is interesting to identify what issues are most critical to the
end-users in the context of web browsers.

Approach To address this question, we first extract the topics of bug reports, and then
compare the topics between bug reports with associated tweets and bug reports without
associated tweets.

Topics are extracted using Latent Dirichlet Allocation (LDA) (Blei et al. 2003), which
has been successfully used to identify software concerns (Baldi et al. 2008) and analyze bug
reports (Somasundaram and Murphy 2012; Linstead and Baldi 2009). LDA has two major
parameters: the number of topics (Ntopics) and the number of words (Nwords). Each docu-
ment (i.e., bug report) is assigned a vector of probabilities (length is Ntopics) that describe
the chance of each topic to appear in the document. Each topic is described by a collection
of words (size is Nwords).

To set an appropriate number of LDA topics (Ntopics), we use an R package called
Ldatuning.23 Ldatuning reports the results of four metrics, Arun2010 (Arun et al. 2010),
CaoJuan2009 (Cao et al. 2009), Devaud2014 (Deveaud et al. 2014), and Griffiths2004 (Grif-
fiths and Steyvers 2004). The optimal number of topics is decided with a majority vote of the
metrics. Based on the results of the ldatuning package, we set the number of topics to 200
(i.e., Ntopics = 200). We further set the number of topic words to 20 (i.e., Nwords = 20) to
ease the understanding of each topic. To ensure that extracted topics are comparable across
the two subject systems, we perform a single run of LDA on the corpus of bug reports from
both Firefox and Chrome.

To comprehend the extracted topics, we ask three people to manually label and catego-
rize the topics. The three people include two graduate students in computer science who
also contributed to the manual analysis conducted in RQ1, and one software engineer with
two years of experience in software development. None of them authors this paper. Each
topic is labeled based on the list of 20 topic words. For example, the label unresponsiveness
of the browser is assigned to the topic with the following 20 keywords: “hang, freez, stop,
firefox, respond, continu, forc, minut, unrespons, quit, wait, complet, time, frozen, kill, hap-
pen, respons, recov, exit, sudden” (all are stemmed). In case of disagreements among the
evaluators, a short discussion among the evaluators is conducted to reach a consensus. If no
consensus is reached, the label agreed on by the majority is used.

To provide a high-level view of the extracted topics, the topics are further categorized
based on the browser feature that they are closest to by the authors. One of the evaluators
is asked to review the resulting categorization, which we then refine based on the received
feedback. Table 7 shows all ten categories of topics and the labels of topics within each cat-
egory. For instance, the topics speed of opening a new page and memory usage are assigned
to the category performance, as both topics describe issues regarding to the performance of
the browser. We exclude from the list of resulting topics the following categories of topics:
a) the 8 topics that could not be labeled (e.g., “firefox, command, state, theme, agent, expect,
interfac, gnome, broken, fedora, notic, wrong, user, persona, regular, exist, skin, aero, area,
classic”); and b) the 70 topics that contain only bug reports related keywords (e.g., “result,
actual, step, agent, expect, gecko, build, user, reproduc, window, mozilla, id”). This results
in 122 topics out of the 200 originally extracted topics. During the manual labeling of the

23https://cran.r-project.org/web/packages/ldatuning

https://cran.r-project.org/web/packages/ldatuning
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Table 7 All ten categories of topics and topic labels within each category

Topic category Topic labels

Audio and video Audio related - Video and flash

Coding and debugging Test cases - CSS properties - Coding and debugging - Data structures

Configuration and updates Remote configuration - Packages installation - Synchronization of ser-
vices - Firefox profiles - Client/server interactions - Versions and
upgrades - User privileges - Icon customization

Functionalities Browsing modes - Search engine - Cookies and privacy - Printing
- Bookmarks - Management of multiple windows - Editor and text
manipulation - User support - User accounts - Passwords management
- Cache - History

GUI appearance Resolution - Window size- Colors and transparency - Size and position-
ing of window - Text appearance - Browser themes

GUI logic Correctness of display - Rendering of files - Mouse actions - keyboard
actions - Facebook-related - Correctness of actions in browser - Email-
related - Tabs actions - Open and click actions - Pictures and images -
Files and directories - Navigation - Page loading - Screeshots - Input
fields - Zoom action - Buttons - Menus - Visibility of results - Text
suggestions - Session restoration - Progress visibility - Error messages
- Address bar - Languages related - Input fields - Visibility of progress
- Tabs action

OS and hardware Management of processes - Devices - OS related - Windows related -
MAC related - Drivers

Performance Browsing modes - Speed of opening a new page - Performance of ani-
mations - Starting Firefox - Time performance - Unresponsiveness -
Memory usage

Security Web security - Network security

Tools and extensions Firebug - Management of extensions - Libraries - Inspector

remaining topics, we observe that some topics are duplicated. Therefore, we merge the
duplicated topics, and end up with the 79 topics shown in Table 7.

Finally, we examine what web browser issues receive more feedback from end-users
through tweets. We divide all bug reports into two groups: one group consists of all the
bug reports that have associated tweets and the other group includes all the remaining bug
reports. To study which topics are more appealing to end-users, we compare the probability
of each topic category to appear in bug reports between these two groups. We define the
null hypothesis as:

H 2
0 : there is no difference in the probability of bug reports to have a particular topic

category between bugs with and without associated tweets.
To test the null hypothesis, we apply the Fisher’s exact test (Sheskin 2007) with the 95%

confidence level. If there is statistical significance (i.e., p-value < 0.05), we reject the null
hypothesis. We further compute the Odds Ratio (OR) (Sheskin 2007) to determine if the
corresponding topic category has a higher or lower likelihood to appear in the bug reports
that have associated tweets (i.e., bugs posted by end-users).

Findings End-users are more interested in web browser issues related to perfor-
mance, security and audio/video in both subject systems. Specifically, performance
issues have 2.01 times higher chance to appear in bugs with associated tweets than in
bugs without associated tweets in Firefox. Similar finding (i.e., 2.44 times for performance
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Table 8 Odds ratio and the corresponding p-value of the Fishers’ exact test on the appearance of topic
categories

Firefox Chrome

Odds ratio (OR) p-value Odds ratio (OR) p-value

Audio/video related 3.08 2.08e-05 2.64 3.98e-05

Coding and debugging 0.70 n.s 0.53 4.35e-02

Configuration and updates 1.56 n.s 0.97 n.s

Functionalities 1.35 n.s 1.13 n.s

GUI appearance 0.42 6.55e-05 0.55 3.38e-04

GUI logic 0.98 n.s 1.12 n.s

OS and hardware 0.86 n.s 0.68 n.s

Performance 2.01 1.20e-03 2.44 1.36e-05

Security 2.27 9.71e-09 1.97 8.01e-06

Tools and extensions 0.68 n.s 1.27 n.s

(An OR > 1 indicates that the corresponding topic category is more likely to be posted by end-users on
Twitter, and an OR < 1 indicates the opposite; n.s = not significant.)

issues) is observed for Chrome. Detailed results for all topic categories in both subject sys-
tems are presented in Table 8. We can clearly see that end-users do not care equally about all
issues, and are likely to complain about specific issues. End-users are more concerned about
issues related to performance, security and audio/video in both subject systems. In particu-
lar, issues related to audio/video are the most sensitive ones to end-users. The development
team of the two subject systems may want to pay special attention to code changes that
impact modules on audio/video, performance and security, in order to reduce the amount of
possible complaints from end-users.

End-users are less interested in web browser issues related to GUI appearance in
both subject systems. Issues related to GUI appearance (e.g., text appearance, window size,
resolution, and browser themes) are more likely reported in non-tweeted bug reports. In
Chrome, bug reports containing coding and debugging issues are more likely a concern of
developers, rather than end-users (as expected). We do not find evidence of this observation
in Firefox (OR = 0.70 but p-value ¿ 0.05).

As a summary, end-users are more likely to complain about how well the web browser
works (e.g., performance, security and audio/video), rather than how it looks (e.g., GUI
appearance). Although our mined topics are for two web browsers, the approach is gener-
alizable to other subject systems. The development team of other systems can apply our
approach to mine the topics that their end-users are interested in. The development team
can save their effort, if they prioritize development activities by matching the interest of
end-users.
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RQ3. Does the Development Team Handle a Bug Report Differently if the Problem
is Mentioned on Twitter?

Motivation It is unclear if the current practice in bug fixing is impacted by the feedback
posted on Twitter by the end-users. It would be interesting to know whether the information
provided by end-users on Twitter is currently leveraged in the bug fixing process. Specifi-
cally, we examine whether the bugs reported on Twitter receive a different treatment in the
bug fixing process from two aspects: the time taken at each stage of the bug fixing process,
and the severity or priority of bug reports that is often used for prioritizing the bug reports.

Approach To address this question, we define two non-overlapping groups of bug reports
based on the presence of associated tweets: 1) non-tweeted group that contains bug reports
without associated tweets, and 2) tweeted group that has bug reports with associated tweets.
For the second group, we further divide it into two non-overlapping sub-groups: 1) weakly-
tweeted group in which bug reports have fewer associated tweets and 2) heavily-tweeted
group in which bug reports have more associated tweets. We use the median number of
associated tweets as the threshold to obtain the two sub-groups.

Then, we examine whether there is significant difference in the bug fixing process among
the different groups in terms of the time aspects and the severity/priority of the bugs.

1) Time aspects: We measure the time aspects of the bug fixing process using three
metrics (see Section 4.1): DBR that captures how long it takes for a bug to get the first
response from developers; DBA that describes how long it takes to assign the bug to a
developer; and DBF that measures how long it takes to fix the bug.

Similarly to RQ2, to study the current treatment of tweets in the bug fixing process, we
apply the Fisher’s exact test and compute the odds ratio. A contingency table needs to be
built for performing the tests. Each contingency table is built using two dimensions (i.e.,
the number of tweets associated to the bug reports and the speed at which the bug reports
are addressed). As we obtain two groups (i.e., non-tweeted and tweeted) or three groups
(non-tweeted, weakly-tweeted and heavily-tweeted) from the tweet perspective, we need to
obtain several groups for each metric to build the contingency tables. For each metric, we
use the median value to separate bug reports into different groups. Then, we can obtain a
contingency table based on each metric and the tweet information.

For each metric, we first examine the treatment of bugs based on the presence or absence
of tweets associated to the bug reports (i.e., non-tweeted and tweeted). Accordingly, we
define and test the following null hypothesis:

H 3
0 a : There is no difference in the probability of bug reports to be addressed (i.e.,

responded to, assigned, or fixed) within a certain time duration between bugs with and
without associated tweets.

Second, we examine the treatment of bug reports with different levels of associated
tweets (i.e., non-tweeted, weakly tweeted, and highly tweeted) based on each metric. We
define the null hypothesis as:

H 3
0 b : There is no difference in the probability of bug reports to be addressed (i.e.,

responded to, assigned, or fixed) within a certain time duration between bugs with different
levels of associated tweets.

Since we conduct multiple significance tests between the groups of tweeted and non-
tweeted bug reports, we correct for the multiple comparisons using the Benjamini-Hochberg
correction (Benjamini and Hochberg 1995; Benjamini and Yekutieli 2001).

To further assess the relationship of tweets with the bug fixing intervals, we build a
linear regression model to model the bug fixing intervals given a set of predictors (e.g., # of
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tweets). The predictors we control for in the regression model are the number of tweets, the
severity, the topic, and the affected component of the bug reports. We measure the goodness
of fit of the regression model using the coefficient of determination R2. R2 measures how
close the fitted regression model is to the actual values of the bug fixing intervals. Then, we
report the significance of each predictor on the bug fixing intervals DBR, DBA, and DBF.
A small significance (p-value) indicates that it is unlikely we will observe a relationship
between the predictor (e.g., # of tweets) and the bug fixing interval (e.g., DBF) due to
chance.

To verify our findings, we get in touch with developers at Firefox and Chrome. For
Firefox, we start a thread at a specialized forum for the contributors in charge of the social
media support.24 Three Firefox contributors were kind to respond to the message posted.
For Chrome, we start a thread at the developers forum.25 Unfortunately, we could not get
feedback from the chrome developers. We further investigate the possibility of using tweets
to file bug reports. Two weeks after the release of Firefox 53.0.2, we use our approach
to collect the bug-reporting tweets. We manually summarize the results from the collected
tweets and file 2 bug reports to the issue tracking system Bugzilla.26,27 We include in the
bug reports the links to the users’ tweets.

2) Severity/priority: In issue tracking systems, importance tags (i.e., severity and priority)
are assigned to bug reports to assist in the bug triaging process. The severity of a bug report
describes how damaging a bug is to the system. The priority, on the other hand, defines the
order in which a bug should be resolved and deployed. In many cases, severe bugs are also
assigned higher priority. In other cases, a bug could possibly have low severity (such as a
misspelled title on the home page of a website), but could be assigned high priority because
of the visibility of the bug to the end-users. It is also possible for a bug to have high severity,
yet be assigned low priority because the bug only occurs in rare occasions. In most cases,
only one importance tag is mainly used by software systems in their issue tracking systems.

In Firefox, where severity is the main importance tag, the following severity levels are
used to describe the severity of the bug reports: blocker, major, critical, normal, minor and
trivial. We identify the severe bugs using the labels blocker, major, and critical. The bugs
with normal severity are identified with the labels normal, minor and trivial. In Chrome, the
priority tag is used and has the following values: 0, 1, 2, and 3. We classify the bug reports
with the priority values 0 and 1 as the most urgent, and the bug reports with values 2 and 3
as the less urgent.
We assess whether the importance level (i.e., severity or priority) of a bug has any associa-
tion to its number of associated tweets. In each subject system, we classify the bug reports
into the highly important bug reports (high severity in Firefox and high priority in Chrome),
and the less important bug reports. We use Fisher’s exact test to assess whether the pres-
ence and absence of associated tweets has an association to the importance level, using the
following null hypothesis:

H 3
0 c : there is no difference in the probability of bug reports to have a certain

severity/priority level between bugs with and without associated tweets.
Similarly, we assess if the different levels of associated tweets are associated to the

importance level, by testing the following null hypothesis:

24https://support.mozilla.org/en-US/
25https://groups.google.com/a/chromium.org/forum/#!forum/chromium-dev
26https://bugzilla.mozilla.org/show bug.cgi?id=1361468
27https://bugzilla.mozilla.org/show bug.cgi?id=1361498

https://support.mozilla.org/en-US/
https://groups.google.com/a/chromium.org/forum/#!forum/chromium-dev
https://bugzilla.mozilla.org/show_bug.cgi?id=1361468
https://bugzilla.mozilla.org/show_bug.cgi?id=1361498
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Table 9 Odds ratio and the corresponding adjusted p-value of the Fisher’s test on time intervals DBR, DBA
and DBF in Firefox and Chrome. (n.s = not significant)

Firefox Chrome

DBR DBA DBF DBR DBA DBF

Non tweeted vs. 1.08 0.94 1.19 1.13 1.09 1.10

tweeted (n.s) (n.s) (n.s) (2.5e-04) (3.2e-03) (2.7e-03)

Non tweeted vs. 1.02 0.63 1.30 1.20 1.16 1.12

highly tweeted (n.s) (n.s) (n.s) (2.9e-06) (7.1e-05) (2.8e-03)

Non tweeted vs. 1.17 0.95 1.04 1.05 1.02 1.08

weakly tweeted (n.s) (n.s) (n.s) (n.s) (n.s) (n.s)

H 3
0 d : there is no difference in the probability of bug reports to have a certain

severity/priority level between bugs with different levels of associated tweets.
Finally, we compute the odds ratio.

Findings We find no evidence that developers react differently to the bugs that are
tweeted in terms of the time aspects of the bug fixing process. Table 9 shows the odds
ratios and adjusted p-values resulting from the Fisher’s test. We find that, for all time aspects
in Firefox, there is no significant difference (i.e., p-value>0.05) between tweeted and non-
tweeted bugs. Surprisingly, in Chrome, we find that tweeted and highly tweeted bug reports
are likely to be addressed (i.e., responded to, assigned, and fixed) in a slower fashion com-
pared to the non-tweeted bug reports. However, the odds ratios are all between 1.09 and
1.20, indicating a low likelihood for tweeted and highly tweeted bug reports to receive a
slower response, assignment, and fixing times.

We find no evidence that the number of associated tweets has a significant relation-
ship with the three bug fixing intervals. We show in Table 10 the goodness of fit of the
three regression models. We observe that the regression model associated with the inter-
val DBF returns the highest goodness of fit (i.e., R2 = 0.56 in Firefox and R2 = 0.59
in Chrome). We further report the significance values of the predictors in Table 10. While
the severity of the bug has the highest significance on the bug prediction intervals (p-value
¡ 0.05), the number of tweets returns the lowest significance, thus confirming the results
obtained from the previous analysis using Fisher’s exact test.

Table 10 Goodness of fit (R2) and signficance results (p-value) of the linear regression models (n.s = not
significant)

Firefox Chrome

DBR DBA DBF DBR DBA DBF

R2 = 0.56 R2 = 0.41 R2 = 0.56 R2 = 0.39 R2 = 0.43 R2 = 0.59

# of tweets n.s n.s n.s n.s n.s n.s

Severity 1.8e-15 3.8e-10 8.5e-10 4.7e-07 9.8e-06 6.5e-07

Topic 1.6e-05 n.s 5.3e-06 2.7e-03 4.1e-04 2.4e-03

Component n.s n.s 5.6e-04 n.s n.s n.s
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Firefox contributors report that bug discovery through Twitter could be challeng-
ing. Unfortunately, we were not able to receive any feedback from the Chrome developers.
Considering the lack of evidence showing a relationship between the tweets and the bug
fixing intervals (as observed from the previous findings), we get in touch with Firefox con-
tributors who are in charge of the social media support. The contributors report the following
difficulties in possibly using Twitter to collect bugs:

“Quote 1: Tweets may be of interest in so far as if something is reported as a problem
with a lot of tweets, it may indicate a severe issue. However, it is a very difficult media
to use for communicating information well.”

“Quote 2: Bug discovery using Twitter is not easy. A bug is not as simple as it sounds.”

“Quote 3: As a social media contributor, I’ve filed bug reports for users that have
reported issues via Twitter. The unfortunate fact is that users don’t get back to us or
continue with the bugs that’s been reported on their behalf.”

Indeed, tweets are short messages with at most 140 characters and they may be too
generic or lack of details to replicate the reported issues. In addition, the high amount of
tweets (as shown in Table 1) can be overwhelming, and it might be difficult for devel-
opers to manually extract useful information from the tweets. Our approach can help the
development team to automatically identify useful feedback from the tweets.

The bugs reported based on the Twitter feedback are acknowledged by the develop-
ers. The first observed bug is related to the appearance of the URL bar on systems with RTL
languages (e.g., Hebrew and Arabic). We receive a response from the Firefox developers 3
days later to inform us that the issue has been fixed and the Twitter user has been notified.
The second observed bug after the release of Firefox 53.0.2 is the YouTube music no longer
playing after Firefox is sent to the background. We were able to collect complaints from 7
Twitter users. The Firefox developers provided a response on the same day and linked the
bug report to an existing bug report. The reported problem has not been fixed yet as of the
time of this writing.

In Firefox, bug reports with associated tweets are more likely to be severe than the
non-tweeted bug reports. However, such trend is not observed in Chrome. Table 11
presents the detailed results of the Fisher’s exact test and the odds ratio. In Firefox, bug
reports with associated tweets are 1.86 times more likely to be treated as more severe than
bug reports without associated tweets. The chance for a bug report to be labeled as severe
increases to 2.41 times, if the bug report has a high number of associated tweets (i.e., highly-
tweeted). Among the tweeted Firefox bug reports, those that are associated with the more
popular tweets (i.e., tweets that are retweeted, marked as favorites, receive a reply from

Table 11 Fisher’s test results regarding the relation between severity/priority level and the level of tweet
involvement

Firefox (Severity) Chrome (Priority)

Odds ratio p-value Odds ratio p-value

Non tweeted vs. tweeted 1.86 2.02e-03 0.98 n.s.

Non tweeted vs. highly tweeted 2.41 1.28e-05 0.99 n.s.

Non tweeted vs. weakly tweeted 1.18 n.s. 0.97 n.s.
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Firefox, and generate active and longer conversations) are likely more severe. The popular-
ity metrics are explained in Section 5.3. Indeed, one of the Firefox contributors suggests in
Quote 1 that a bug could be perceived as severe if reported by many users on Twitter.

RQ4. Can we Use Tweets to Achieve an Early Discovery of Bugs?

Motivation The findings of RQ3 indicate that either tweets have no impact on the current
practice of the bug fixing process or tweets are not considered useful by the development
team. The feedback we receive from the Firefox contributors points toward the second pos-
sibility. We are wondering if tweets can still provide some value to the bug fixing process.
As tweets provide fast feedback from end-users, the development team may get to know
the problems described in tweets earlier than when the problems are currently reported
and filed in the issue tracking systems. Even if a 140-character tweet may not sufficiently
describe a problem, developers can contact the end-user who posted the tweets for more
details. Therefore, we are interested to find out if tweets can lead to an early discovery of
bugs.

Approach To address this question, we consider two scenarios as described in Fig. 11. The
first scenario is the one that we observe in the current practice of the bug fixing process:
no relation between the time a bug is reported (i.e., Treported ) and the time a tweet related
to the bug is posted (i.e., Ttwitter ). In such a case, a bug can be reported before or after the
posting of related tweets. The second scenario describes an ideal case where a bug is filed
into the issue tracking system immediately after the problem is posted on Twitter. If the total
bug resolution time (i.e., from creation to resolution) remains the same, earlier discovery of
bugs might lead to a subset of the bugs to be fixed earlier.

Ideal Scenario

Fig. 11 An illustration of the real scenario (a bug is not reported at the time the problem appears on Twitter)
and the ideal scenario (a bug is reported immediately after the problem is posted on Twitter) for the bug
fixing process
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The ideal scenario is achievable, as our approach can automatically link tweets and bug
reports with a substantial precision. A newly posted tweet may reveal a problem that is
unknown to the development team, if no bug reports are retrieved for the tweet. Developers
could further contact the end-user who posted the tweets to obtain more details and file
a bug report. Even though the Firefox twitter account is quite interactive with the users
and Chrome is as well but to a lesser degree, many tweets addressed to both accounts are
irrelevant and would require resources to extract, process, and filter. Our collection and
filtering approach to essentially collect bug-reporting tweets could help focus the efforts
resources toward the relevant feedback from the Twitter users. This would be particularly
important after a new release is deployed and users are quick to report problems they face
after the browser is auto-updated on their diverse environments. The data collected from
Twitter shows that the official Twitter accounts of Firefox and Chrome are only able to reply
to 11.9% and 7.4% of the tweets from the users, respectively.

First, we investigate to what extent bugs can be discovered earlier by monitoring tweets.
We compute the maximum number of bugs that are reported after their corresponding tweets
are posted. Each bug report is associated to zero or more tweets. For each bug report, we
use the time of the earliest associated tweet as the earliest time when the bug was reported
by an end-user on Twitter. We denote the time as Ttwitter. The bug reports without associated
tweets are excluded from this experiment, as they could not have been discovered through
Twitter. We compare the timestamp Ttwitter to the timestamp Treported when a bug is reported,
and count the number of bugs that satisfy the condition Ttwitter < Treported.

Second, we examine the number of bug fixes that can be delivered in the next release
assuming that a) a bug is reported immediately after the problem is posted on Twitter, and
b) the total bug resolution time remains the same. We calculate the updated number of bugs
that can be fixed before the next release. For all bug reports with Ttwitter < Treported, we
intentionally replace the time when a bug is currently reported with the time of the earliest
associated tweet (i.e., setting Treported = Ttwitter). We keep the duration for each step in the
bug fixing process (e.g., bug triaging, fixing, and verification) unchanged. We count the
number of bugs that can be “fixed” before the next release, including both the bugs currently
fixed before the next release, and the bugs that can be potentially solved before the next
release (i.e., when setting Treported = Ttwitter).

Findings With the Lucene mapping that retrieves five bug reports in each query (i.e.,
K = 5), 33.4% and 33.5% of bugs could have been reported earlier in Firefox and
Chrome systems, respectively.Moreover, Firefox bugs could have been reported averagely
8.4 days in advance, and Chrome bugs could have been reported on average 7.6 days earlier.
Table 12 shows the percentage of bugs that can be discovered earlier on Twitter and the
average time that can be saved to discover bugs.

Table 12 Summary of RQ3
results Subject system Firefox Chrome

# of all bug reports 14,489 15,771

# of mapped bug reports 6,926 8,012

(% of bugs among all bugs) (47.8%) (50.8%)

# of bugs reported earlier on Twitter 4,839 5,283

(% of bugs among all bugs) (33.4%) (33.5%)

(% of bugs among all mapped bugs) (69.9%) (65.9%)

Average improvement (days) 8.4 7.6
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A subset of bugs could be fixed earlier, in cases where the development team has
the resources to address the extra bugs. For instance, there are on average 188 bugs fixed
before the next release in the 37 Firefox releases; 24 extra bugs (i.e., 212 bugs in total) could
possibly be fixed before the next release. In the 34 Chrome releases, the average number of
bugs fixed before the next release is 209. An extra 32 bugs (i.e., 241 bugs in total) could
possibly be fixed before the next release. The above is an ideal scenario that assumes the
availability of resources to fix the extra bugs. In a real life scenario, developers might not
have the resources to address all the extra bugs before an upcoming release.

For each subject system, we further perform a paired Mann-Whitney U test to verify the
following alternative hypothesis:

H 4
a : The number of bugs that could be fixed before the next release is statistically higher

than the current number of fixed bugs.
The p-value is always less than 2.2e-16 in both subject systems, thus confirming the

alternative hypothesis. The number of bugs that could have been fixed before the next
release is always greater than the currently fixed bugs in both the Chrome and the Fire-
fox releases. To quantify the magnitude of the observed increase, we calculate the effect
size using Cliff’s delta (Romano et al. 2006). Cliff’s delta is non-parametric, thus it does
not make assumptions about the distribution of the data. It is reported to be more robust
than Cohen’s d (Romano et al. 2006). Cliff’s delta reflects the degree of overlap between
the two distributions. It ranges from -1 (if all values in the first distribution are larger than
the second) to +1 (all values in the first distribution are smaller than the second). When the
two distributions are equal, it is equal to 0 (Cliff 1993). Following the guidelines of prior
work (Grissom and Kim 2005; Tian et al. 2015; Coelho and Valente 2017), we interpret the
effect size e as small for 0.147 < e < 0.33, medium for 0.33 < e < 0.474, and large for
e ≥ 0.474. In both browsers, we find a large effect size between the two distributions (i.e.,
the currently fixed number of bugs and the possibly fixed number of bugs).

8 Threats to Validity

We discuss the threats to validity of our case study following the common guidelines
provided by Yin (2002).

Threats to conclusion validity concern the relation between the treatment and the out-
come. The conclusion validity threat mainly comes from the inherent errors that come with
processing the natural language. Both bug reports and tweets are written by users and are
very prone to errors. Tweets are more particularly prone to the use of abbreviations, mis-
spelled words, and non-standard orthography. We attempt to address these concerns by
identifying common abbreviations and typos in tweets and correcting the identified mis-
spellings before further processing. Another threat to the validity of the conclusions comes
from the use of the bug fixing intervals (e.g., time to fix a bug) to investigate bug reports.
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Open source projects are mainly maintained by volunteers who contribute based on their
time availability. Therefore, bug fixing intervals are impacted not only by the nature of the
bugs, but also by the developers’ availability (which we do not consider in this study). To
mitigate this threat, we propose to evaluate in future work the impact of end-users’ feed-
back on the bug fixing process using other techniques. Last but not least, since we propose
an approach with an average precision value of 79% and unknown recall, we introduce a
threat to the validity of the conclusions in RQs 2 to 4. In RQs 2 to 4, we mostly distinguish
two groups of bug reports: tweeted and non-tweeted. The main threat of having an unknown
recall is mistakenly classifying a bug report as non-tweeted, when in reality it does have
tweets associated to it that were missed by the mapping approach. The precision value, on
the other hand, indicates that slightly over 20% of the mapped bug reports and tweets are
mistakenly mapped. Thus, some of bug reports in the tweeted group might have in reality
either a) no tweets associated to them, or b) a lower number of associated tweets. The latter
case is not critical as a bug report with less associated tweets remains a tweeted bug report.
However, the former case presents a threat to the validity of the comparisons in RQs 2 and
3. As this is the first attempt to link bug reports and tweets, we wish to improve in our
future work the accuracy of the mapping. Besides, we also attempt to verify some of our
findings by reaching out to the developers, and by submitting bug reports based on the data
we automatically collect from Twitter.

Threats to internal validity concern the selection of subject systems and analysis meth-
ods. To lower the bias in the manual evaluation in our work, we invite three evaluators
(non-authors) to evaluate the mapping between tweets and bug reports, and to manually
label the topics generated from the bug reports. It is possible that evaluators could be uncer-
tain about the correctness of a mapping between a tweet and a bug report. Therefore, it is
a possible threat to the validity of our results to adopt a binary evaluation (i.e., mapping is
either correct or incorrect). We further assess the agreement among the evaluators. We find
a substantial agreement, thus adding confidence to the evaluation results. As far as the anal-
ysis methods used to pre-process the bug reports (particularly the removal of noise from the
bug reports), we are aware of the existence of more sophisticated methods to classify the
content of similar content (e.g., development emails) at line level (Bacchelli et al. 2012).
We follow a heuristic-based simpler approach in this study that does not require the training
of a large dataset at line level, and is tailored to the content of the bug reports. However, we
will refine our approach in our future work.

Threats to external validity concern the possibility to generalize our results. In this
study, we mainly focus on the web browsers Firefox (releases V5.0 to V41.0) and Chrome
(releases V15.0 to V48.0), as subject systems. Our findings are specific to these two subject
systems, although one of them is a popular example of an open source software, while the
other is a proprietary software. Some of the findings might not be directly applicable to other
software systems, such as the types of bugs most discussed by users on Twitter. However,
our approach can be applied to map tweets to bug reports, and identify the bugs with a large
impact on the end-users. In the future, we plan to apply our approach on different types of
the subject systems that do not adopt the rapid release cycle.

Threats to reliability validity concern the possibility of replicating the study. We
attempt to provide all the necessary details to replicate our study.28 Bugzilla and the

28https://github.com/mariamelm2/TwitterPaperRep

https://github.com/mariamelm2/TwitterPaperRep
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Chromium tracker are publicly available to obtain the bug reports. Tweets can also be
obtained from Twitter through their search features.

9 Implications

Developers Development teams strive to provide competitive and good quality software
systems. As such, it is important to get the feedback from the end-users in order to prioritize
the development efforts, and address the most pressing issues. With the flourishing of the
social media platforms, such as Twitter, development teams have an unprecedented access
to the feedback from their end-users. Our study provides evidence that a) the end-users are
likely to vent their frustrations about the web browsers issues on Twitter; b) some types of
issues (e.g., performance) are more critical to the end-users compared to others (e.g., GUI);
c) the reported issues can possibly highlight legitimate bugs introduced by the most recent
release of a browser; d) the reported issues can possibly be reported on Twitter prior to
being formally reported on the issue tracking system, thus allowing an early discovery of
the browser bugs. In this paper, we propose an approach to collect the bug-reporting tweets
from Twitter. With the aforementioned benefits in mind, we encourage the development
teams to utilize our approach in order to promptly identify the most pressing issues from
the perspective of the end-users after a new version of the browser is released. This could
possibly help with the discovery of bugs (i.e., did the developers miss any test cases?), and
the prioritization of efforts (i.e., what do most users complain about?).

End-Users It is in the best interest of the end-users of any software system to provide
feedback (i.e., bug reports and feature requests) to the software providers. Considering the
intimidating nature of tools, such as the issues tracking system, social media platforms, such
as Twitter (where the end-users are already active) provide a space of unregulated expression
and easy access to the software providers. In our study, we observe that the developers are
willing to hear from their users, provided there is proper follow-up. Therefore, we encourage
the end-users to make use of the power of the social media platforms and promptly report
any bugs or feature requests.

10 Related Work

It is important to identify software bugs that have high user impact, especially in rapidly
evolving software. Leveraging social networks can support to identify the most critical bugs
from the perspective of end-users.

10.1 Social Networks in Software Engineering

Social networks are web-based platforms where individuals build social relations based
on similar interests, activities and backgrounds. Early studies (Ahmadi et al. 2008; Storey
et al. 2010) provide insights about the use of social media in SE and clarify the research
opportunities that arise from the integration of social media in software development activ-
ities. Storey et al. (2010) discuss the different social features that are used in the software
engineering practice. For instance, blogs are used by developers to document “how-to”
information and discuss the release of new features. Microblogs, such as Twitter, provide
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a channel for lightweight coordination and communication. Reinhardt (2009) and (Guzzi
et al. 2010) suggest to integrate micro-blogging in IDE to ease communication among devel-
opers. Social media services also gradually replace older forms of user support platforms,
such as mailing lists. Indeed, Vasilescu et al. (2014) report that mailing lists experts of R
have migrated to StackExchange to ask/answer R-related questions. To further benefit from
the crowd-sourcing power of social networks, Storey et al. (2010) encourage future research
on the role of social media in increasing community and end-user involvement in software
engineering. In this paper, we attempt to contribute to this research direction by propos-
ing an automated approach where the feedback from end-users is leveraged to benefit some
software engineering activities (i.e., identifying bugs with high user impact).

10.2 Micro-Blogging in Software Engineering

Micro-blogging is a communication medium characterized by the exchange of short
messages. Micro-blogging has appealed to millions of users due to its immediacy and porta-
bility. With the introduction of platforms, such as Twitter29 and Tumblr,30 micro-blogging
took off in 2006 and is still going strong. Researchers seeked to understand how software
engineering has embraced this medium of communication, and particularly Twitter. The
software engineering community is a highly interactive population within Twitter (Bougie
et al. 2011), with different sub-communities discussing specific topics related to software
engineering. Based on a survey on developers who are active on Twitter, Singer et al. (2014)
find that Twitter can help developers stay up-to-date with the rapidly evolving develop-
ment technologies, learning, and building professional relationships. The role of Twitter
is to disseminate the up-to-date information related to software engineering, as confirmed
by Sharma et al. (2015). As opposite to general micro-bloggers, micro-bloggers within the
software engineering community form tighter communities where the relationships among
the micro-bloggers are not highly reciprocal (Tian and Lo 2014). Beyond understanding
the use of micro-blogging in the software engineering community, it is important to lever-
age the users’ posts (e.g., tweets) available on the micro-blogging platforms. However, the
noisy content can be an issue when mining micro-blogging data. Therefore, Prasetyo et al.
(2012) propose a classifier to identify the micro-blogs related to software engineering based
on the texts of the micro-blogs. In this paper, we focus on Twitter as it is a prominent micro-
blogging medium. We mine and analyze the input of the end-users to the software providers
in Twitter, rather than the behaviors of the software developers within the platform.

10.3 Leveraging User Feedback in Software Engineering

Identifying bugs in software systems is a crucial step in the software quality process. Exten-
sive testing is usually performed to identify defects in the system. The earlier a bug is
identified, the lower cost a bug can bring to the software product. However, Aberdour (2007)
reports that in the case of an open source software system, defect discovery from black-box
testing happens late in the process. Nowadays, social networks provide a convenient way
to bridge the communication between developers and end-users. End-users can report bugs
or request new features through social networks. It is particularly visible for mobile apps

29https://twitter.com/
30https://www.tumblr.com/

https://twitter.com/
https://www.tumblr.com/
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where users are able to leave ratings and comments on the mobile app stores. A few studies
(Villarroel et al. 2016; Chen et al. 2014) have investigated the content from user reviews to
improve the development process. Chen et al. (2014) propose AR-miner, a tool designed to
identify, group, and prioritize the user reviews. CLAP, a tool proposed by Villarroel et al.
(2016), further categorizes the user reviews into bug reports and feature requests. CLAP
also clusters the similar reviews together and proposes prioritization for release planning.
Keertipati et al. (2016) develop three approaches to construct prioritized lists of features
based on the user reviews. Other classifiers (Maalej and Nabil 2015; Panichella et al. 2015)
are proposed to identify the relevant and critical user reviews based on the content and sentiment
of the reviews, and to identify anger direction in issue reports (Gachechiladze et al. 2017).

In this paper, instead of using the well structured user reviews, we investigate Twitter
which records users’ feedback in freestyle text. We collect and filter the unstructured feed-
back from the end-users, and we explore the usefulness of the feedback in reporting bugs as
early as possible to developers by capitalizing on the large user base in Twitter.

11 Conclusions

Issue tracking systems aremostly used by technical users (e.g., developers) to report bugs in a sys-
tem. For software systems used mostly by non-technical users (e.g., end-users), social network
is a convenient source to collect feedback from users. In this paper, we perform an empiri-
cal study to investigate how we can leverage the instant feedback from end-users on Twitter
to improve the bug fixing process for rapidly released software (i.e., Firefox and Chrome).

To leverage the user-generated feedback on Twitter, we mine and analyze the tweets that
are relevant to the subject systems. Based on our experience of analyzing the tweets, the
main challenge of mining tweets is the limited number of characters in the tweets. Even
though the tweet itself is too short to contain enough information to file a report, the tweet
could point the developers toward the problematic software components. In addition, the
developers can reach out easily to the complaining end-users for details about the problems.
The advantage of monitoring tweets is to obtain instant end-user feedback and to have access
to a large audience of end-users.

First, we propose an approach to map bug-reporting tweets to bug reports. Second, we
identify the types of bugs that are most critical to users. We find that end-users are more
concerned about how well the systems work (e.g., performance or streaming quality), rather
than the appearance of the systems (e.g., resolution or text appearance). Then, we study
whether developers respond faster to the bugs that are associated with tweets. We find that
the tweeted bugs do not get special attention from developers, suggesting that either there
is no close monitoring of bug-reporting tweets or that tweets are not considered as a useful
source of information.

Finally, we find that at least 33% of Firefox bugs and Chrome bugs can potentially be
discovered earlier based on the prompt tweets from end-users after a new release. This might
allow the repair of more bugs before the release of the next browser version. We recommend
developers to adopt our approach to extract useful information from tweets, or adapt our
approach to collect the readily available and instant feedback that are posted by end-users
on other similar social networks.

In the future, we plan to verify our conclusions using other systems for a better generaliz-
ability of our findings. We also plan to refine our approach for processing and categorizing
the tweets. In particular, we are interested to distinguish tweets that report bugs and tweets
that request new features.
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