ABSTRACT

The performance of large-scale systems (LSS) depends heavily on the time consumed in retrieving users’ data from the databases. The database management system (DBMS) is essential to handle the storage and retrieval of users’ data. Recent studies show that performance degradation in retrieving users’ data can cause a severe revenue loss. Hence, improving the performance of the DBMS is essential for maintaining and enhancing user experience.

Query caching is a technique employed by the DBMS that presents immense improvements to the overall performance of the system. Prior work improves query caching techniques by maximizing the reuse of the cached queries (e.g., deciding on the beneficial queries to cache and deciding on the cache eviction and replacement policies). However, the existing work is tailored to specific server query languages and lacks in the adaptation to the different changing factors in the system, such as the occurrences of queries, the time of their occurrence, and query coupling.

In this work, we propose a predictive database caching framework, which can be deployed as a middleware layer independently from the database system. Our framework uses deep learning models to predict expensiveness (in terms of execution time) and the occurrences of queries to guide the caching process. We evaluate our framework using the TPC Benchmark DS (TPC-DS) database where we generate a 50GB database with 100,000 queries. Remarkably, our framework improves the cache hit ratio by 6% to 29% over the existing query caching mechanisms in the different benchmark scenarios that simulate the different types of query histories.
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1 INTRODUCTION

The composition of modern software systems, particularly large-scale software systems, relies heavily on the interaction of the software with the database system to process the huge amounts of data. Query caching is considered an essential technique to improve the performance of the software systems by improving the execution times in the database [8, 16, 17, 55].

Query caching increases the performance of a system as it eliminates the re-execution of queries. Figure 1 shows an overview of the query caching mechanism. As shown in Figure 1, the new coming query at time t Q(t) is matched against the cache to eliminate the re-execution of queries in the system [38, 59]. Then, the query caching mechanisms decide whether to update the content of the cached queries if Q(t) is not already cached. The decision to cache a query should aim to maximize the reuse of the query, and thereby increase the system performance while adhering to the memory constraints of the system [36, 44]. Query caching is an extensively studied topic in database systems [4, 20, 38, 40, 42, 43, 59]. It has been approached by different aspects, such as identifying beneficial queries to cache in a system and deciding the optimum query eviction or replacement policies [4, 5, 40, 42].

Prior work proposes reactive caching mechanisms that maintain the cache content by controlling the cache eviction mechanisms, such as Least Recently Used (LRU) [36], Least Frequently Used (LFU) [44], and Least Recently Frequently Used (LRFU) [37] mechanisms. The content cached by applying reactive mechanisms is driven by the current access patterns in the system (e.g., caching the most frequently used queries). The reactive caching mechanisms are easy to implement. They proved their efficiency in the cases of repetitive data in the system. However, under constrained cache sizes these strategies lead to thrashing in the system [14]. The mechanisms are passive and slow as they start by caching a huge amount of insignificant data until popular data patterns start to emerge [10, 12, 61].

In contrast, proactive caching mechanisms are introduced to solve the slow responsiveness of the reactive caching mechanisms [40, 43, 62]. Proactive caching tends to evaluate the cost of queries (in terms of execution time) before deciding on the caching process. For example, prior work relies on the execution time estimation using query execution plans (QEPs) to cache the queries with a high-execution time [26, 43]. However, query execution plans are system-oriented and require manual work and tuning of the database system for better cost estimation [13, 31, 52].

To introduce a cache between the software’s query request and its execution in the database system, we present a framework for
proactive query caching in database systems as follows. First, the framework predicts the upcoming queries using a recurrent neural network (RNN) [47]. Second, the framework predicts the cost (as the execution time and memory requirements) of the upcoming queries using a feed-forward neural network (FFNN) [65]. Finally, our framework caches the upcoming queries with long-execution time and low-memory requirements predictions (i.e., prefetch and cache the cost-efficient queries).

We assess the impact of using our framework on the performance of the system by calculating the cache hit ratio [71]. In particular, we compare the performance of our framework with the traditional reactive caching mechanisms (i.e., LRU, LFU, and LRFU mechanisms). We benchmark our work following various generated scenarios of query executions (e.g., running queries in sequential order) in the system. Each scenario was produced from the TPC-DS workload benchmark [49, 56] where we generated 100,000 queries on a 50GB database to simulate our study. In particular, we analyze the following research questions (RQs) to evaluate our framework:

RQ1: How accurate are the cost estimation and the prefetching functions?
The feed-forward neural network exhibits high accuracy in the prediction of memory and runtime with AUC above 0.9. In addition, the recurrent neural network exhibits high accuracy in predicting the next queries with a perplexity score of 25.

RQ2: What mechanisms exceed in terms of the cache hit ratio in the different benchmark scenarios?
The prefetching of the predicted queries (i.e., using RNN) and the prefetching of the cost-efficient queries (i.e., using both RNN and FFNN) outperform the traditional reactive caching mechanisms in all of our benchmark scenarios.

RQ3: What is the percentage of improvement of our framework over the traditional mechanisms?
Using our proactive caching framework, the percentage of improvement in the cache hit ratio ranges from 6% to 29%, on average, over the traditional reactive caching mechanisms (i.e., LRU, LFU, and LRFU).

Our main contributions can be described as follows:

1. We present a proactive caching framework that combines the query cost estimation and the prefetching of future cached queries in the system.
2. Our framework can be deployed as an independent in-memory middleware layer between any software and database as the queries are abstracted. Hence, it does not require any configuration or modification in the database system.
3. The benchmark results exhibit improvements of our proactive caching mechanisms over the work of the traditional reactive caching mechanisms.

Paper Organization: The rest of the paper is organized as follows, we provide a background on FFNN and RNN in Section 2. We describe the data collection process in Section 3. We describe our framework in Section 4. We showcase the results in Section 5. We discuss the threats to validity in Section 6. We present the related work in Section 7. Finally, we conclude the paper in Section 8.

2 FFNN AND RNN BACKGROUND
We use the RNN and the FFNN to predict the upcoming queries and prefetch the cost-efficient queries.

The FFNN is the basis of supervised deep learning problems. FFNN is a form of the basic neural networks where the information flow from one layer to the next layer in a unidirectional manner, unlike recurrent neural networks where the information flow bidirectionally from next and previous layers [65]. The FFNN works by estimating a function $f^*$. The problem is defined as a classifier $y = f^*(x)$ that maps an input $x$ to a class $y$. The FFNN defines a function $y = f(x, \theta)$, where it learns the parameter $\theta$ to approximate the value of $f^*(x)$. The input $x$ defines the first layer, the function $f$ represents the intermediate layers, and the output $y$ defines the last layer. The information flows from the first to the last layer, where the parameter $\theta$ is evaluated at the output layer, and recalculated for the next $f^*(x)$ estimation [23].

The RNN is a descendant of the FFNN. The work of the RNN suits the problem of classifying a sequence of inputs to a sequence of outputs. The RNN maps a sequence of inputs $x_1...x_n$ to outputs $y_1...y_n$. Where the function $y = f^*(x)$ maps each $x$ to $y$ over the time-steps of $t_1...t_n$. To approximate the function $f^*$, the RNN defines the functions $y_t = f(x, \theta_t + \theta_{t-1})$, where the parameter $\theta$ is reevaluated at each time step to approximate the value of $f^*(x)$ [23, 47].

3 DATA COLLECTION
Our study is based on the TPC-DS database [49]. The database represents a data warehouse that revolves around online analytical processing tasks. TPC-DS database emulates a decision-support system of a retail product supplier with 100 defined queries that represent reporting jobs, which covers all the database tables. The database schema constitutes of 24 tables with an average of 18 columns per table, and 108 foreign keys, which signifies the complexity of the system.

The TPC-DS database employs benchmarking capabilities where it allows scaling and augmenting the database size and queries [56, 57]. Neural networks require data samples in the order of thousands to be trained [6, 67]. Hence, we augmented the number of original queries in the TPC-DS database to attain a sufficient number for the training and validation of our neural networks.

The augmentation of queries uses each of the 100 most used queries as templates. We augment to 1,000 queries from each template query by replacing the conditional operations that follow the WHERE clause in the query with random values. In the end, we generate a 50 GB SQL database, with 100 thousand queries augmented from the 100 most used queries in TPC-DS.

We showcase the labeling process in Figure 2. The queries need to be labeled by their execution time and memory consumption to train our FFNN model, as the FFNN serves as a cost estimator. The FFNN model predicts the runtime and memory consumption of a new incoming query to guide the caching decision. We labeled
the queries by loading the TPC-DS dataset to Spark [74]. Then, we execute the 100 thousand queries using Spark framework. Spark is an open-source parallel computing framework that allows importing large-scale databases and the parallelization of the execution of multiple queries in the system. This process allows an accurate memory and runtime recording in terms of milliseconds and bytes.

The initial data collection process allows us to establish a benchmark of 100 thousand queries that serve as the basis of our approach for training, testing and benchmarking our two neural networks in different scenarios. As shown in Table 1, the 100 thousand queries were cut into 70% to train and validate the FFNN and 30% to train the RNN. The same 30% of the queries were also used to benchmark our approach.

### 4 OVERVIEW OF OUR FRAMEWORK

Figure 3 shows an overview of our approach. For each incoming query in the system, first, our framework generates the query embeddings that converts the input query text to an embedding vector. Second, our framework predicts the next upcoming five queries using the RNN. We chose the number five since the RNN is able to correctly predict the next five queries with high accuracy of 95%, on average, in our hyperparameter tuning experiments. The accuracy in predicting more than five upcoming queries drops by 15% when that number is incremented by five progressively (i.e., next 10, next 15, etc.). We discuss that process further in Section 6. Third, the FFNN predicts the cost (i.e., the runtime and memory consumption) of the upcoming queries. Finally, the framework prefetches the cost-efficient queries among the upcoming ones. Our framework evicts queries based on any reactive caching algorithm (e.g., LRU, LFU, and LFU) when the cache size would not fit the upcoming queries. In the next sections, we describe the steps for generating query embeddings, the architecture of the used neural networks (i.e., RNN and FFNN), and the benchmark process.

### 4.1 Generate Word Embeddings for Queries

The FFNN processes the text embeddings of queries as an input. The FFNN is trained to estimate the memory consumption and runtime of the queries. Transforming the query text to query embeddings inherently guards the meaning of the operations of the query which makes the cost estimation achievable.

To extract embeddings for each query, we employ Word2Vec [21] to transform each word in the query text to a 64 bits array. The Word2Vec algorithm works by reducing each word in the input (i.e., corpus) into a unique vector. The vectors are positioned in a hyperdimensional space where words that share common contexts are positioned close to each other [60]. To represent the overall embedding of a query, the vectors for each word in a query text are summed and normalized using L2 normalization [70, 72]. To validate the correctness of the final query embeddings, we use the cosine similarity metric [53]. The cosine similarity measures the angle between two vectors projected in a hyperdimensional plane where a value of 1 signifies a total overlay of the two vectors meaning that the vectors are identical [69].

To verify the contextual similarity of the generated embeddings that are derived from the same template, we measure the cosine similarity among the generated 1,000 queries of each template of the 100 TPC-DS query templates. The mean cosine similarity varies from 0.85 to 0.92 in the 100 query templates, which proves the correctness of our embedding extraction.

The RNN extracts the patterns from a sequence of executed queries. Hence, RNN needs to represent every query as a unique value in the input sequence of queries [7]. To represent the queries as unique values, we hashed the whole query text into 256 bits hash using SHA256 [58]. The algorithm secures collision resistance giving a unique hash for each text [33], thus securing unique words for each unique query.

### 4.2 Architecture of Neural Networks

#### The Feed-Forward Neural Network

The FFNN [65] is used to estimate the cost of executing a query. It consists of two hidden layers with rectified linear units (ReLU) [48]. The input layer of the neural network is of size 64 bits and accepts the aforementioned extracted embeddings of the queries. The neural network has two outputs layers: the first layer is used for predicting the memory consumption of the query, and the second layer is used to predict the execution time of the query. The two outputs employ a Softmax activation function. Softmax serves a multi-class probability prediction at the last layer of the neural network by normalizing the outputs by the sum of their exponents to represent them as a probability distribution [22].

To adhere to the usage of Softmax as output layers, we quantized the runtime and memory consumption. Quantization serves in increasing the accuracy of predictions in neural networks by predicting the quantiles (i.e., the classes) instead of predicting a distribution of real numbers [18]. We quantize the runtime and memory distributions to three classes (e.g., low, medium, and high). The first class represents the quantile from 0% to 33% that is the low-level memory consumption or runtime, the second class describes the 34% to 66% quantile that is the medium-level memory consumption or runtime, and the last class from 67% to 100% quantile represents the high-level runtime or memory consumption. This process avoids predicting the exact runtimes or memory consumption to a classification task that predicts ranges of runtime or memory consumption described as low, medium, and high.

The FFNN is trained on 70 thousand of the 100 thousand generated queries (i.e., training and validation dataset) as shown in Table 1. We guarantee the uniqueness in the training dataset to eliminate overfitting in the neural network that may occur if the same data appears in the training and the validation process. Hence, we train and validate the FFNN on the 23 thousand unique queries.
of the training dataset after filtering the 70 thousand queries from duplicates.

This data (i.e., the 23,000 queries) is split into 80% training and 20% validation split using 10 folds cross-validation. Each fold is split into the same percentage (80%-20%) as we trained and validated the FFNN.

**The Recurrent Neural Network.** The neural network consists of two long short term memory (LSTM) layers [19] with 10 units per layer. The LSTM layer serves the objective of predicting future queries at each time step. The time steps are the index of the query in the sentence of queries. The LSTM is widely used to process a sequence of data as it solves the vanishing gradient problem when the sequence of data lingers in its length [64].

As shown in Table 1, we train the RNN on the 30 thousand queries that form the benchmark dataset. The vocabulary of the dataset consists of 6 thousand unique queries after filtering the 30 thousand queries from duplicates. Hence, the output layer of the RNN consists of a Softmax layer with 6 thousand classes that represents the vocabulary of our corpus (i.e., the number of unique queries in the benchmark dataset). The Softmax layer serves as a probability prediction of the most suitable word (i.e., query) to occur at each time step. We take the highest five probabilities to predict the upcoming five queries from the previous queries.

### 4.3 Generating The Different Datasets

The datasets for training the RNN are formed by hashing the query texts and generating the order of queries under three different scenarios. Each scenario represents a different plausible real-life occurrence of queries. The RNNs identify the occurrences of queries to form patterns that lead to the prediction of upcoming queries. The occurrences are represented by the repetition of the same hash.

**Sequence Dataset.** The sequence dataset represents the queries that occur sequentially in real-life scenarios. For example, some queries might be part of a task where they are always executed consecutively. This could be part of a reporting job where different queries on different tables are executed in sequence to extract the data. To generate the sequence dataset, we choose a random query from each of the 100 templates in our benchmark dataset sequentially until we reach all the queries in the benchmark dataset.

**Batch Dataset.** The batch dataset represents a scenario where the queries might co-occur as a batch of jobs. Similarly to the sequential scenario, the batch represents jobs where a group of queries is repeated in a sequence. The generation of the batch dataset is similar to the sequence dataset where the only difference is instead of choosing one query of each template to run sequentially, we chose n numbers of queries of each template from the benchmark dataset randomly to run sequentially.

**Random Dataset.** The random dataset is formed by shuffling the whole benchmark dataset. We chose random scenario as a stress test for our framework. The sequential and batch histories will guarantee patterns that will enhance the work of the prefetching mechanism (i.e., the RNN). In contrast, we test our prefetching mechanism when the scenario is formed by a random occurrence of queries. An effective prefetching mechanism should not suffer from a major degradation in performance in this scenario.

### 4.4 The Benchmark Process

The benchmark process relies on three different workloads that are generated similarly to the datasets for training the RNN. To simulate the work of the RNN and the FFNN in practice, we generate from the benchmark dataset another sequential, batch, and random datasets. The benchmark workloads were also generated from the same data that was used to train the RNN to guarantee that the same vocabulary (i.e., corpus for the RNN) is consistent. But the generation guarantees a different order of occurrences of queries. Hence, the training and the benchmark data for the RNN are different.

We evaluate the results on each generated benchmark dataset on its own comparing the cache hit ratio of the proactive caching mechanisms (e.g., the RNN, and the combination of the RNN and the FFNN) and the reactive caching mechanisms (e.g., LRU, LFU, and LRFU). The execution time in the system should be reduced with the presence of the same incoming query in the cache, while the cache hit ratio increases when the same incoming query is present in the cache. Thus, the cost estimation and the prefetching mechanisms are compared against the traditional mechanisms LRU, LFU, and LRFU. The cache hit ratio is recorded gradually while we process the queries from each generated benchmark dataset into the system and either execute them or reuse the queries from the cache if they are present as shown in Figure 4.

### 4.5 Caching Decision for the Different Mechanisms

As shown in Figure 4, we compared each of our mechanisms (i.e., the RNN plus the combination of the RNN and the FFNN) against the traditional reactive caching mechanisms (i.e., LRU, LFU, and LRFU) to validate the performance of each our mechanisms.

The RNN predicts for each incoming query the next five incoming queries and caches them. The prefetching mechanism relies on the patterns of occurrences of queries learned from the training process.

We combined the recurrent neural network and the FFNN (RNN-FFNN) to prefetch and cache expensive queries only. After predicting the next five upcoming queries, each query would fall under the prediction of the FFNN to estimate the runtime and memory.
consumption. The mechanism prefetches and caches the queries with medium or high runtime and low memory consumption when the cache is 70% full. The condition is relaxed when the cache does not reach that threshold to cache any incoming query. We have tested this mechanism under different thresholds and found that 70% is the best suitable threshold under different cache sizes. The low, medium and high predictions are the results of the quantization of the real values as described in the data processing to three classes or quantiles.

The two caching mechanisms that serve the prefetching (RNN), and the cost estimation and prefetching combined (RNN-FFNN) would guide the decision for caching the queries, but their work is incomplete with the absence of caching eviction mechanisms. Hence, we implemented the work of LRU, LFU, and LRFU to be employed as cache eviction policies, either on their own or with the combination of our proactive caching mechanisms (RNN, and RNN-FFNN).

We benchmark our results and compare the usage of each traditional mechanism with its modified version respectively (e.g., comparing LRU with the RNN that uses LRU as an eviction mechanism).

5 RESULTS

In this section, we present the motivation, the approach, and the results of the studied research questions.

5.1 RQ1: How accurate are the cost estimation and the prefetching functions?

Motivation: Before employing our two neural networks (FFNN and RNN), we need to evaluate the accuracy of our work in cost estimation and the prediction of the next queries. Hence, we can ensure the correctness of the predictions of our two neural networks to employ them in prefetching the cost-efficient queries.

Approach: To evaluate the FFNN we rely on the area under the curve (AUC) metric [24, 25]. Our model outputs probability predictions for runtime and memory consumption. AUC tests the fit of our model in probability predictions with different thresholds. A model with an AUC value of 0.5 signifies a random prediction model. A model with an AUC value of 1 signifies a model with perfect true positives and true negatives predictions, while a model with an AUC value of 0 signifies a model with perfect inverse probability predictions [51].

We train our model on 10 folds cross-validation, thus the AUC is calculated as the average AUC of the 10 folds on the validation sets [45]. The 10 fold cross-validation reshuffles the data and re-trains the network from scratch on each fold. Hence, the average AUC demonstrates the effectiveness of our model in different data distributions.

To ensure that the model is not showing bias in the result we enforced weight class distribution in the training sets. The weights added to the cross-entropy loss function (i.e., the neural network loss function) ensure that the loss function is weighted to overcome the biases in predicting one certain class since it is more dominant [35, 73]. The average class weight across the 10 sets for the runtime is 1.03 for class 0, 1.01 for class 1, and 0.95 of class 2. (The classes 0 to 2 represent the low, medium, and high classes respectively). The average class weight for the memory is 0.80 for class 0, 1.92 for class 1, and 0.81 for class 2.

The RNN is evaluated based on the perplexity score of the predictions. Given a sequence of input queries, the RNN predicts the next query to occur. The RNN model uses a sequence loss function (e.g., cross-entropy function) that predicts the most suitable query from the vocabulary of queries at each time step. The model can then be evaluated as a sequence to one prediction error by using the perplexity metric. The perplexity measures the fit of the query distributions on unseen data. The measured value represents the inverse of the prediction probability of what is the next query to occur. The perplexity is an unbounded function that can span to infinity [30].

Results: We recorded the AUC for the runtime classification and the AUC for the memory consumption classification. The runtime AUC is 0.94 and the memory consumption AUC is 0.92. The AUC function is resilient for varying class distributions, so the result does not show biases [29]. The AUC was recorded as the average of the 10 folds cross-validation on the validation sets. The training and testing of the FFNN are produced on the training dataset, as described in Section 3.

The RNN achieves an average perplexity score of 25 on the three benchmark datasets. The lowest perplexity measure is 1, it means that the fit is perfect, while a good language model should have a perplexity lower than 200 [9].

<table>
<thead>
<tr>
<th>Summary of RQ1</th>
</tr>
</thead>
<tbody>
<tr>
<td>The FFNN exhibits high accuracy in the prediction of memory and runtime with AUC above 0.9. In addition, the RNN exhibits high accuracy in predicting the next queries with a perplexity score of 25.</td>
</tr>
</tbody>
</table>

5.2 RQ2: What mechanisms exceed in terms of the cache hit ratio in the different benchmark scenarios?

Motivation: In the previous RQ, we observe that our approach can accurately predict the upcoming queries. In this RQ, we aim to understand whether our proactive caching mechanism outperforms the existing reactive caching mechanisms (i.e., LRU, LFU, and LRFU). Understanding the optimum caching mechanism can help system owners better select suitable caching mechanisms to improve the performance of the software systems.
Approach: The performance of query caching mechanisms can be impacted by the cache size. Hence, we evaluate the performance of the studied caching mechanisms using different cache sizes (i.e., small, medium, large, and the normal cache size). We design the different cache sizes as follows. First, we set up the cache limit. The cache limit represents a relative portion of the workload data that can be stored in the memory. Caching the full data of all users in a large-scale system can be very expensive and practically infeasible [54]. Hence, we choose 30% (i.e., 2,000 queries) of the number of unique queries in our benchmark dataset as the cache limit.

Then, given a certain cache limit, we define the used cache sizes as follows. The small cache size is calculated by multiplying the cache limit (i.e., 2,000 queries) with the minimum memory size of a query. The medium cache size is calculated by multiplying the cache limit with the median memory size of a query. The large cache size is calculated by multiplying the cache limit with the maximum memory size of a query. Finally, the normal cache size is calculated by multiplying the cache limit with the average memory size of a query. For every cache size, we recorded the cache hit ratio using three different benchmark datasets (i.e., sequence, batch, and random).

We benchmark two proactive mechanisms (1) fetching the upcoming queries (i.e., using RNN) and (2) fetching the cost-efficient queries (i.e., using RNN and FFNN named as RNN-FFNN). In addition, we benchmark three reactive approaches LRU, LFU, and LRFU. As described in Section 4, proactive caching can use different eviction mechanisms. Hence, we benchmark every proactive caching mechanism (i.e., RNN and RNN-FFNN) with the three reactive approaches LRU, LFU, and LRFU. We represent the RNN that uses the LFU cache eviction mechanism as "RNN + LFU", the RNN that uses LRU as "RNN + LRU", and the RNN that uses LFU as "RNN + LFU". Similarly, we represent the RNN-FFNN that uses the LFU cache eviction mechanism as "RNN-FFNN + LFU", the RNN-FFNN that uses LRU as "RNN-FFNN + LRU", and the RNN-FFNN that uses LFU as "RNN-FFNN + LFU".

Results: Benchmarking the Sequence Scenario. As shown in Table 2, the RNN-FFNN and the RNN exhibit the best results with the normal cache size. The cache hit ratio ranges from 0.50 to 0.51 when using RNN or RNN-FFNN combined with any reactive caching mechanism including LRU, LFU, and LRFU.

As shown in Table 2, in the small cache sizes, the RNN + LRU and the RNN + LFU perform the best. In the medium and large cache sizes, adding the notion of cost estimation ameliorates the performance of prefetching. RNN-FFNN on top of the two reactive caching mechanisms LRU and LFU exhibits the best cache hit ratios of 0.54 and 0.69 for medium and large cache sizes respectively.

In summary, the RNN and the RNN-FFNN perform the best. In the small cache sizes, the RNN performs better than the combination of RNN and FFNN. The RNN-FFNN performs the best on medium and large cache sizes.

Prefetching all the co-occurred queries would save time more than prefetching the expensive ones only. This is due to some queries that might occur frequently but are not expensive. In large cache sizes, prefetching more co-occurred queries would cause thrashing, thus leading to caching unnecessary queries. The cost estimation function (i.e., using FFNN) would tune the work of the prefetching mechanism as it combines the expensive and the co-occurred queries.

---

### Table 2: The cache hit ratio of the sequence scenario with different caching mechanisms and varying cache sizes.

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>Small cache</th>
<th>Medium cache</th>
<th>Large cache</th>
<th>Normal cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>0.12</td>
<td>0.41</td>
<td>0.62</td>
<td>0.37</td>
</tr>
<tr>
<td>LFU</td>
<td>0.17</td>
<td>0.48</td>
<td>0.66</td>
<td>0.43</td>
</tr>
<tr>
<td>LRFU</td>
<td>0.12</td>
<td>0.41</td>
<td>0.62</td>
<td>0.38</td>
</tr>
<tr>
<td>RNN + LRU</td>
<td>0.34</td>
<td>0.54</td>
<td>0.68</td>
<td>0.51</td>
</tr>
<tr>
<td>RNN + LFU</td>
<td>0.29</td>
<td>0.54</td>
<td>0.68</td>
<td>0.50</td>
</tr>
<tr>
<td>RNN + LRFU</td>
<td>0.34</td>
<td>0.54</td>
<td>0.68</td>
<td>0.51</td>
</tr>
<tr>
<td>RNN-FFNN + LRU</td>
<td>0.32</td>
<td>0.54</td>
<td>0.69</td>
<td>0.51</td>
</tr>
<tr>
<td>RNN-FFNN + LFU</td>
<td>0.29</td>
<td>0.54</td>
<td>0.69</td>
<td>0.51</td>
</tr>
<tr>
<td>RNN-FFNN + LRFU</td>
<td>0.32</td>
<td>0.53</td>
<td>0.68</td>
<td>0.51</td>
</tr>
</tbody>
</table>

### Table 3: The cache hit ratio of the batch scenario with different caching mechanisms and varying cache sizes.

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>Small cache</th>
<th>Medium cache</th>
<th>Large cache</th>
<th>Normal cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>0.14</td>
<td>0.41</td>
<td>0.62</td>
<td>0.39</td>
</tr>
<tr>
<td>LFU</td>
<td>0.23</td>
<td>0.49</td>
<td>0.66</td>
<td>0.46</td>
</tr>
<tr>
<td>LRFU</td>
<td>0.14</td>
<td>0.41</td>
<td>0.63</td>
<td>0.39</td>
</tr>
<tr>
<td>RNN + LRU</td>
<td>0.27</td>
<td>0.49</td>
<td>0.69</td>
<td>0.48</td>
</tr>
<tr>
<td>RNN + LFU</td>
<td>0.27</td>
<td>0.49</td>
<td>0.69</td>
<td>0.54</td>
</tr>
<tr>
<td>RNN + LRFU</td>
<td>0.27</td>
<td>0.50</td>
<td>0.69</td>
<td>0.48</td>
</tr>
<tr>
<td>RNN-FFNN + LRU</td>
<td>0.17</td>
<td>0.39</td>
<td>0.67</td>
<td>0.41</td>
</tr>
<tr>
<td>RNN-FFNN + LFU</td>
<td>0.28</td>
<td>0.51</td>
<td>0.70</td>
<td>0.52</td>
</tr>
<tr>
<td>RNN-FFNN + LRFU</td>
<td>0.18</td>
<td>0.40</td>
<td>0.68</td>
<td>0.41</td>
</tr>
</tbody>
</table>

---

### Summary of benchmarking the sequence scenario

The prefetching function solely (i.e., RNN) or combined with the cost estimation function (i.e., RNN-FFNN) exhibits the best results in terms of the cache hit ratio in the sequence scenario.

### Results: Benchmarking the Batch Scenario.

The cache hit ratio results summarized in Table 3 indicates that the prefetching mechanism using the RNN + LFU performs the best with a 0.54 cache hit ratio on normal cache size. The RNN-FFNN + LFU comes in second place with a cache hit ratio of 0.52 on normal cache size. The cache hit ratio for the RNN + LFU outperforms all the other mechanisms on all the cache sizes except on the large cache size, where RNN-FFNN + LFU performs slightly better.

In summary, for the batch scenario, the RNN + LFU performs the best. In smaller and medium cache sizes, the RNN solely performs better than the combination of RNN and FFNN. This is due to the similar reasons in the sequence scenario that with bigger cache capacities caching more content can cause thrashing. Hence, the usage of FFNN to estimate the expensiveness and cache the expensive queries would tune the performance of the system on larger cache sizes.
Table 4: The cache hit ratio of the random scenario with different caching mechanisms and varying cache sizes.

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>Small cache</th>
<th>Medium cache</th>
<th>Large cache</th>
<th>Normal cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>0.13</td>
<td>0.41</td>
<td>0.62</td>
<td>0.38</td>
</tr>
<tr>
<td>LFU</td>
<td>0.18</td>
<td>0.46</td>
<td>0.66</td>
<td>0.43</td>
</tr>
<tr>
<td>LRFU</td>
<td>0.13</td>
<td>0.41</td>
<td>0.63</td>
<td>0.38</td>
</tr>
<tr>
<td>RNN + LRU</td>
<td>0.15</td>
<td>0.46</td>
<td>0.66</td>
<td>0.41</td>
</tr>
<tr>
<td>RNN + LFU</td>
<td>0.19</td>
<td>0.51</td>
<td>0.67</td>
<td>0.45</td>
</tr>
<tr>
<td>RNN + LRFU</td>
<td>0.15</td>
<td>0.46</td>
<td>0.66</td>
<td>0.42</td>
</tr>
<tr>
<td>RNN-FFNN + LRU</td>
<td>0.14</td>
<td>0.45</td>
<td>0.66</td>
<td>0.41</td>
</tr>
<tr>
<td>RNN-FFNN + LFU</td>
<td>0.19</td>
<td>0.51</td>
<td>0.68</td>
<td>0.45</td>
</tr>
<tr>
<td>RNN-FFNN + LRFU</td>
<td>0.18</td>
<td>0.45</td>
<td>0.66</td>
<td>0.41</td>
</tr>
</tbody>
</table>

5.3 RQ3: What is the percentage of improvement of our framework over the traditional mechanisms?

Motivation: In this RQ, we study the percentage of improvement of our framework over the reactive caching mechanisms in the three benchmark scenarios. This can help demonstrate the added benefits in using our proactive mechanism on top of the existing reactive caching mechanisms.

Table 5: The percentage of improvement in cache hit ratio of our framework over the traditional mechanisms.

<table>
<thead>
<tr>
<th>Baseline mechanism</th>
<th>% of improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sequence</td>
</tr>
<tr>
<td>LRU</td>
<td>35.4%</td>
</tr>
<tr>
<td>LFU</td>
<td>17.3%</td>
</tr>
<tr>
<td>LRFU</td>
<td>34.7%</td>
</tr>
<tr>
<td>Average</td>
<td>29.1%</td>
</tr>
</tbody>
</table>

Approach: The percentage of improvement is calculated as the percentage of the increase in the cache hit ratio of one mechanism over another. Table 5 shows the percentage of improvement of our framework (i.e., the RNN-FFNN) over the LRU, the LFU, and the LRFU mechanisms.

Results: Our proactive caching framework (i.e., the RNN-FFNN) improves LRU from 5.4% to 35.4%. The RNN-FFNN improves LFU from 7.3% to 17.3%. In addition, the RNN-FFNN improves LRFU from 5.6% to 34.7%. The highest percentages of improvements are in the sequence scenario that is 29% on average. The sequence scenario represents the occurrences of queries in a well-defined pattern where the work of the prefetching (i.e., RNN) would excel.

In the batch scenario, our framework improves over the traditional mechanisms by 6% on average. The improvements are lower than the improvements of our framework in the sequence scenario since the traditional mechanisms (LRU, LFU, and LRFU) use a greedy approach to cache that fits the nature of the batch scenario. The batch scenario could fit more repetitions of the same query in a shorter time span than the sequence scenario where the greedy caching attains better results.

For the random scenario, the improvement of our framework over the traditional mechanisms is of 7% on average as it is hard to predict the right upcoming queries in a scenario with no clear patterns.

Summary of RQ3

Using our proactive caching framework, the percentage of improvement in the cache hit ratio ranges from 6% to 29%, on average, over the traditional reactive caching mechanisms (i.e., LRU, LFU, and LRFU).

6 THREATS TO VALIDITY

This section addresses the threats to the validity of our approach as follows. First, our approach estimates the cost of queries by feeding the FFNN with the query represented as a word embedding. This is a generalized approach that can be employed in any database system. However, our approach has a drawback as the generated embeddings may differ when the same query is written using aliases or views (i.e., when queries written in a different syntax).

Second, the benchmark is inducted on three generated datasets. We try to simulate the workloads in a system, whether in a sequential, a batch, or a random manner. This simulation grasps the real-life occurrences of queries to a certain degree, but it is not fully...
accurate. In a perfect scenario, we would have based our study on
a recorded history of queries, but we could not find any available
rich queries history.

Third, to train the FFNN, we labeled the queries by executing
them on the Spark framework. The process is strenuous and requires
approximately a week to complete the execution of all the queries.
Alternatively, if there exists a system that collects the history of
the executed queries with their respective runtime and memory
consumption, our work can be replicated easily.

Fourth, the prefetching mechanism that uses the RNN predicts
the five upcoming queries. The upcoming queries are either cached
using the prefetching mechanism solely or fed to the FFNN to
prefetch and cache the cost-effective queries. We chose number
five as a proof of concept in our work. However, the number of
predicted queries could be tuned based on multiple factors, such
as the repetitiveness of the executed queries. Further studies can
extend our work by optimizing the number of predicted queries
based on the nature of the query execution scenario.

Finally, our mechanisms assume that the history is fixed and no
unidentifiable incoming queries would occur in the system. That
is valid for benchmarking our prefetching and cost estimation ap-
proaches. But in real-life scenarios, the two mechanisms should be
monitored as with the increasing number of unidentifiable queries
the cost estimation and the prefetching might suffer from more
errors. Hence, we can monitor the queries in history periodically and
find a threshold where the number of new unidentifiable queries
would cause a clear degradation in the performance of our mecha-
nisms (tested by the cache hit ratio) that would drive us to retrain
our two neural networks.

7 RELATED WORK

The various work in query cache is divided into two main strategies
(1) reactive caching and (2) proactive caching. In this section, we
discuss the main query caching techniques.

7.1 Reactive Caching

The work on reactive caching focuses on the eviction and replace-
ment mechanisms that are concerned with identifying the stale
queries in the cache to be evicted. The eviction relieves the memory
overhead in the cache as it frees space for more beneficial queries
to be cached. The eviction mechanisms define protocols based on
recency and frequency to detect the stale queries in the cache.

Lange et al. [36] introduce the Least Recently Used (LRU) cache
eviction mechanism in their work on the CPUs’ registers caching.
The algorithm maintains an array of timestamps for each register
and the eviction happens by removing the data in the register with
the lowest timestamp. That simple idea was then reintegrated as
a generic caching algorithm for different fields, such as mobile
network and database systems [32, 46, 68].

Matick et al. [44] introduce Least Frequently Used (LFU); an-
other caching eviction mechanism following their work on caching
in CPUs’ registers. The algorithm stores access counts for each
register and evicts the data with the least count. This simple ap-
proach proved to be efficient and is considered on par with LRU,
as frequency and recency are the two most influential factors for
identifying stale cache. This mechanism also spanned to be reused
in databases and networks [15, 28].

Lee et al. [37] combine the work of LRU and LFU to create the
Least Recently Frequently Used (LRFU) mechanism. The compari-
son against the two algorithms showed that LRFU outperforms the
other two in a spectrum of cache capacities. The combination of
the recency and frequency is more effective for larger cache sizes.

In-memory database systems such as Redis [41] or Apache Ign-
ite [3, 77] are widely used nowadays for the fast access and data
caching/manipulation. Redis and Ignite are often employed as a
middleware layer that helps fast access to hot data to eliminate
the necessity of data access from the main traditional relational
database [34, 75]. Redis and Ignite employ LRU and LFU specifically
as cache eviction mechanisms due to their fast reactive nature of
eliminating stale cached queries [1, 2, 63].

Hon et al. [27] employ a dynamic web caching protocol. Web
pages are stored as HTML data in a cache placed as an intermediate
layer between the web server and the client. The protocol uses
a synchronization daemon that invalidates and evicts the cached
pages that are out of sync with the server.

Different from the aforementioned reactive caching studies, our
approach aims to predict queries that need to be cached and proac-
tively cache the cost-efficient queries.

7.2 Proactive Caching

The work in proactive caching revolves mainly on identifying the
beneficial data to cache in the system. The main objective is to
cache the content that maximizes the reuse of the cache and avoid
thrashing in the system. The work in proactive caching branches
from studying the popularity of data [11, 39, 40, 66], the data pat-
terns [11, 50, 76, 78], to the structure of the data [62], which even-
tually leads to maximizing the cache benefits.

Caching Based on Content Popularity. Luo et al. [40] develop
a framework for caching the most popular queries in the system.
The system follows statistical measures to consider the set of the
most used queries that are prioritized for caching.

Liu et al. [39] implement a deep learning approach to cache pop-
ular data in ICN networks. The neural network is adaptive and
retrainable depending on the network. The popularity prediction is
transformed into a discretized prediction problem where multiple
classes are predicted. This approach added with the cache replace-
scheme LRU showed a 15% to 40% improvement over the LRU
mechanism.

Tanzil et al. [66] introduce a proactive predictive approach to
cache popular YouTube content in cellular networks. The approach
uses a neural network to predict a 10 class popularity, where the
content with a higher class inflicts a more popular content. Their
work implements a segmented LRU algorithm for cache eviction.

Caching Based on Data Patterns. Chan et al. [11] describe a
generic predictive algorithm based on a recurrence based proba-
bilistic method to cache and prefetch the content with high hit
rates at the Wireless Edge. The approach is compared with other
predictive methods and shows on average a 12.5% improvement
over LRU and LFU and a 5% improvement over other predictive
methods.
Zeydan et al. [76] work on caching in big data mobile networks (e.g., 5G networks). The work tackles caching the clients’ information at the network edge using contextual information such as the browsing history and the spatio-temporal information. Zhong et al. [78] introduce a Deep Reinforcement Learning approach that takes into consideration the recency and frequency factors to create an adaptive cache eviction mechanism. Their model was trained on network content and compared with the work of LRU and LFU. The reinforcement learning approach shows an improvement of 15% on average over LRU and LFU work over the varying cache capacities.

Caching Based on Data Structure. Shim et al. [62] consider in their work the partial reuse of queries consisting of a single JOIN operation. Their work aims to identify the expensive subqueries to be cached based on a dynamic query cost function that combines the execution time, the memory requirements, and the frequency of usage of the subquery. Their system also evicts from the cache the stale content using the same cost function when newer queries with higher cost need to be cached.

The aforementioned studies use different machine learning techniques to manage the cache based on the predicted popularity or the expected usage patterns of the cached content. Inspired by the existing work, we use machine learning techniques (i.e., RNN) to predict the upcoming queries. Then, our approach prefetches the cost-efficient queries using the FFNN.

8 CONCLUSION

Query caching is an essential technique to ameliorate the performance of a database system. The work on query caching spans from the decision of queries to cache by estimating the execution time savings or by greedy caching mechanisms that focus on the eviction and replacement policies of the cache.

In this work, we combine the two concepts of cache decision and cache eviction to develop a proactive caching framework. Our framework employs cost estimation and prefetching mechanisms combined with a reactive cache eviction policy. We compare our work to the previous cache replacement policies that are employed in current systems. From our experiments, we observe remarkable improvements of 6% to 29% by using our framework comparing with the existing work in terms of the cache hit ratio.

Our work was benchmarked in three scenarios that represent the different workloads in real life, whether queries occurring in sequence, batch, or random. The recursive neural network (RNN) that serves the prefetching solely or with the combination of the feed-forward neural network (FFNN) that estimates the cost of the queries exceeded in performance all the other caching mechanisms (i.e., LRU, LFU, and LFU).

Moreover, our work is not specific to a particular database system and can be employed for any database system. Our framework can also be used on an intermediate level between the client and the database system to form an in-memory middleware layer that deals with caching the queries as a whole. In the future, we plan to test our approach on real data captured from real-world usage scenarios.
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